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Peering

I s Carl Hewitt a good prophet in predicting 
a “Perfect Disruption: Causing the Paradigm 
Shift from Mental Agents to ORGs?”1 I don’t 

think so. The agents paradigm isn’t a crisis yet 
and could play a more aggressive role not only 
in AI but in several sciences. I disagree that 
organizations of restricted generality (ORGs) 
are really an alternative to agents because they 
conceptually and computationally presuppose 
agents. But I take his paper as a wake-up call to 
the agent community.

Unfortunate Weaknesses 
The agents paradigm is an attempt at a new 
scientific-technological paradigm, and it has 
rather invaded and transformed AI. But I agree 
with Hewitt that it has problems. In my view, the 
agents paradigm has five possible weaknesses:

1.	semantic and conceptual carelessness — it 
lacks a convergent and unitary frame and 
formation;2

2.	useless separation between autonomous 
agents in artificial life and adaptive systems, 
and robotics versus software agents and 
agent theory;

3.	 insufficient understanding of agents’ scien-
tific importance; 

4.	 lack of convergent platforms and languages; 
and

5.	 lack of successful applications.

The AI agents community is aware of many 
of these deficiencies (see www.ofai.at/research/
agents/conf/at2ai7; http://itmas2010.gti-ia.dsic.
upv.es; and www.conferences.hu/AAMAS2009) 
but hasn’t cared enough to repair them, particu-
larly weaknesses 1 and 2.

As regards weakness 1, I strongly agree with 
Charles Petrie’s call for an operational defini-
tion of agents in “No Science without Seman-

tics.”3 In particular, I agree with his remarks 
about the unscientific vagueness and unfor-
tunate consequences of terms such as agent, 
autonomy, and intelligence.

As for possible weakness 5, I’m unable to eval-
uate the impact and perspectives (see the work of 
Michael Luck and his colleagues for a good dis-
cussion4) or even the failure of agent technology.

It’s reasonable to attribute some nega-
tive impact to factors 1, 2, and 4, but I won-
der whether this is just the usual iterated and 
in a sense intrinsic declaration of failure of 
AI research and challenges: as long as they’re 
explorative, they’re AI; when they succeed, 
they’re just IT. Thus, AI can only fail! 

But this is an additional reason to rehabili-
tate AI’s scientific nature, its ambitions — for 
instance, its role in computational (AI- and arti-
ficial-life-inspired) modeling for the biological, 
cognitive, sociological, and economic sciences.

This leads into my main obsession: that most 
of the community doesn’t accept that agents 
aren’t just an information technology; they’re 
a way of thinking, a conceptual frame for mod-
eling active, distributed, complex, and layered 
phenomena. Agents are a way of rethinking 
computing and knowledge in terms of interac-
tion and social processing. They represent the 
accomplishment of a thinking path. Together 
with their networks and organizations, they’re 
the most complete and suitable realization of 
a view of computers as interactors rather than 
simple switches, proposed by Joseph C.R. Lick-
lider and Robert W. Taylor5 following Wiener’s 
view. Petrie’s proposed operational definition 
of computers is necessarily interactional: it 
doesn’t specify an agent architecture but only 
a very general mode of interaction that can be 
operationally verified.6 Moreover, apart from 
the new perspective and conception of com-
puting, agents are also a way of modeling the 
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neural, cognitive, behavioral, and 
social sciences.

The AI community should realize 
this important potential contribution. 
Members of this community aren’t 
just engineers, frequently importing 
some well conceived and effective for-
mal theory from another discipline; 
they can export theoretical ideas and 
new conceptual apparatuses, not just 
application instruments. They can 
deeply change not only the neuro
cognitive and the social sciences 
with agents, but also contribute real 
control systems, neural networks, 
evolutionary algorithms, network 
dynamics, and so on.

ORGs Opposition: Agents 
Will (Hopefully) Survive
The general view of current disrup-
tion in Hewitt’s article is interesting 
and basically correct, but I disagree 
with his diagnosis and prognosis for 
agents. I’m not fully able to evalu-
ate the success, limits, and failures 
of agents from an engineering and 
technology viewpoint, but I think 
that Hewitt’s perspective is too sim-
plified and reductive.

He says, “A software agent is 
basically a mental agent adapted for 
software engineering,” and that “a 
mental agent is defined behaviorally 
as cognitively operating in human-
like fashion.”1 He sees them as indi-
viduals as opposed to organizations. 
This is a straw-man argument.

Hewitt’s focus is on agents’ spe-
cific cognitive architecture, but 
they’re really a coordination model 
with many possible individual archi-
tectures. In fact, there’s no clear dis-
tinction between agents, as practiced 

by the agents community, and the 
organizations that Hewitt describes.

There are four points in which I 
disagree with Hewitt.

Organizations Presuppose Agents 
Agents aren’t just a technology — 
even agent engineers should be proud 
of this. Agents are an epistemic and 
methodological framework for mod-
eling theoretically, operationally, 
and experimentally complex prob-
lems characterized by the interac-
tion of active distributed entities that 
have their own autonomous access 
to local and timely information and 
their own elaboration of those data 
building their local activity. 

In this sense, they are autono-
mous; they get their own input and 
have their own internal state and 
purpose (not necessarily in a cog-
nitive sense). They aren’t simply 
stimulus-driven or responding to 
orders and executing fully speci-
fied instructions; they also work 
on the basis of their autonomous 
learning, exploration, elaboration, 
local conditions, and so on. They’re 
driven by some internal represen-
tation (not necessarily explicit) and 
some internal aim (not necessarily 
explicit), that make it heuristic and 
useful to read them in the intentional 
stance (http://en.wikipedia.org/wiki/
Intentional_stance).

Agents aren’t isolated: they act 
in a common environment — that is, 
they affect the conditions and results 
of other agents — so they need some 
coordination. 

Organizations actually are just 
specific and complex forms of coor-
dination. Organization means “orga-

nization of or among …” There are 
no real organizations without agents 
to organize, which are presupposed 
to be at least partially autonomous. 
Organizations presuppose agents 
and are grounded on them. 

Agents achieve their collective 
and individual/local goals by inter-
acting with other agents, with users, 
and with the environment and its 
coordination or knowledge artifacts. 
They might have individual inter-
ests (or represent specific interests) 
and thus find themselves in strate-
gic situations.

A Scientific Frame and Tool
The “hopefully” in the section title 
isn’t a corporate defense for me or the 
International Foundation for Multia-
gent Systems, it’s a scientific “hope”: 
the agent framework and technol-
ogy is fundamental as a scientific 
frame and tool (notwithstanding the 
engineers and the repression of the 
AI revolutionary mission). Human, 
cognitive, and social sciences still 
need well-defined operational con-
cepts and schemes for modeling their 
phenomena at the theoretical level. 
Moreover, they need models of (ways 
of conceptualizing) the proximate 
causal mechanisms and the hidden 
processes producing the observed 
phenomena, along with models of 
the dynamic processes of complex 
interactions, emergence, and self-
organization. AI, artificial life, and 
autonomous agents and multi-agent 
systems can provide these models. 
Moreover, they can provide those 
sciences with not only conceptual 
but also experimental tools and new 
experimental data. As I said, social 
AI (and social artificial life) shouldn’t 
just import concepts, theories, and 
phenomena from the cognitive, bio-
logical, and social studies and sim-
ply implement them or take them as 
inspiration for new technologies.

Of course, I do agree (this is an 
old AI issue) that because psycho-
logically or socially inspired agents 
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can be very precious for science 
doesn’t mean that engineers working 
on agents as technology for effec-
tive applications should necessarily 
model in such a way. Aircraft don’t 
fly by fluttering! But, there are prac-
tical problems for which practical 
efficient solutions probably require 
some bio-inspired, socially inspired, 
and even human-like intelligence.

Agents Aren’t BDIA Agents
Not all agents are “mental” (as Hewitt 
seems to assume). There are rule-
based agents and agents based on 
simple neural nets and learning. All 
agents are reasonably goal-oriented 
— they have some function and some 
updated specific goal to achieve; but 
they aren’t necessarily purposive 
or goal-driven — that is, they don’t 
have an internal, explicit, anticipa-
tory representation of the end-state 
to be realized, evaluating the world, 
selecting, guiding, and stopping the 
activity. Even the mental ones fre-
quently don’t really have beliefs, just 
data. Why identify agents as mental 
or BDIA (beliefs, desires, intentions, 
and affect) agents? 

However, is Hewitt’s prognosis — at 
least for this kind of agent — of mar-
ginalization grounded? As for engi-
neering applications, I’m can’t judge, 
but I don’t think so. For sure, those 
agents and their platforms will prove 
valuable for the cognitive and social 
sciences, not only as experimental 
support but as operational models 
of internal and interactive processes 
(for the discussion on agents, see the 
work of Stan Franklin and Art Gas-
ser,7 Petrie,6 and Michael Wooldridge 
and Nicholas R. Jennings.8–9 See also 
the excited discussion on the agent 
list from August 2000 (subscribe by 
emailing agents@cs.umbc.edu) as well 
as my own work.10–11

Are Organizations not Agents?
Organizations are a fundamental 
new metaphor, and not just a meta-
phor but an abstraction, a concep-

tual schema for modern computing. 
They’re much needed and promis-
ing, but are we sure that they’re not 
agents at a different level of com-
plexity and organization? 

Agent is an abstract and func-
tional notion; it shouldn’t be applied 
to a specific physical support. There 
might be agents at different levels of 
complexity and granularity. If orga-
nizations aren’t agents, how does it 
happen that Hewitt uses their activity 
concepts such as viewpoints, respon-
sibility, agreements, work, authority, 
and so on? These are all typical fea-
tures of social agents. 

Organizations can be decomposed 
into specialized (a goal notion!) sub-
organizations, whereas an individual 
(indivisible) agent can’t be divided 
into subagents. But why should 
agents be individual? We can con-
ceive complex agents (such as groups, 
teams, nations, and so on) made up of 
subagents. But there should be spe-
cific relationships not only among 
high-level activities, but between the 
higher-level complex goal or func-
tion and the lower-level missions and 
tasks — that is, goals to be achieved.

We shouldn’t exclude the pos-
sibility of organizational “minds,” 
that there are — in certain condi-
tions — “minds” of a collective (AI 
should try to find the answer to this 
debatable issue).

The Real Problem
Much more alarming than Hewitt’s 
diagnosis and prognosis are the 
discomforting data emerging from 
interviews with International Con-
ference on Autonomous Agents 
and Multiagent Systems (AAMAS) 
participants that show there’s not 
enough common view about the main 
issues and challenges of the AAMAS 
domain, no real common identity, no 
common history, no common core, 
no self-awareness; just a summation 
of small domains not understanding 
each other (weakness 1).2 This isn’t 
the right way to form young schol-

ars, especially in a truly interdisci-
plinary domain.

Are AAMAS and related work-
shops real communities (implying a 
sense of identity: shared values and 
objectives, shared language, and 
common beliefs) or are they just a 
market: a place to go to expose my 
merchandise (and perhaps buy some-
thing), since there’s some audience 
(clients), some credit, some reward 
(publication), and I go there to “sell” 
my “product” to some subgroup with 
very limited interests and topics. 

Shouldn’t agents (architecture and 
MAS) as a common view, a scientific 
project, and a general technological 
philosophy and approach be the cen-
tral part of such a collective identity, 
common conception, and understand-
ing? Doesn’t this presuppose some 
conceptual, semantic clarification, 
and convergence and some greater 
effort for common platforms, lan-
guages, and issues? More intergroup 
discussions and training, and less 
sub-sub-sub-specialization?

I propose that the agent commu-
nity should create a new initiative 

to define the various forms of agent 
technologies. It should be as inclusive 
as possible, but unless some tech-
nologies are excluded, nothing will 
have been defined. There should be 
a broad definition that represents the 
technologies that are included, and 
it should have some scientific value. 
We don’t want to be in the business 
of defining “planet” or “agent.” 

We do have to be in the business 
of better defining what it is we do, 
how it’s different, and showing that it 
matters. Unless we do a better job of 
defining our scientific contributions, 
agents will unfortunately continue to 
be sidelined as a legitimate scientific 
endeavor and community. This issue 
was discussed in part at the AAMAS 
09 conference, and I hope that it will 
be covered in a more focused discus-
sion at the next conference. �
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