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Introduction

This volume presents the pre-proceedings of ICORE 2009: The First Interna-
tional Conference on Reputation: Theory and Technology. The ICORE con-
ference intends to provide a ground for the scientific discussion on reputation
systems, with a perspective on policy and e-Government. Reputation is an an-
cient artifact; its origins are connected with the origins of language itself - even
pre-dating it in the famous interpretation of gossip by Robin Dunbar. The role
of reputation has evolved with human society, from an efficient solution to the
problem of grooming in large groups, to a mechanism supporting norm com-
pliance, a tool for in-group signaling, a weapon of large collectives to exhalt or
calumny public figure; the older roles blending with the newer ones, giving raise
to a multi faceted artefact.

In the social and economical sciences, the role of reputation as a partner se-
lection mechanism started to be appreciated for cooperation in the early eight-
ies. Despite important advances in the study of cooperation networks, still no
explicit theory of the cognitive ingredients and processes which reputation is
made of was provided. In current usage, reputation is still - with few exceptions
- viewed simply as an attribute in the decision for partner selection.

More recently, reputation and gossip started to become crucial in many fields,
for example organisation science and management, governance, business ethics,
etc. where the importance of branding became visible. In these domains, repu-
tation has soon become an intangible asset. The economic reading of the issue
at hand implied an extension of reputation to super-individual levels, requiring
a still wanting conceptual clarification and interdisciplinary investigation.

In addition, reputation is increasingly at the centre of attention in many
fields of science and domains of application, including but not reduced to policy-
making, (e-)governance, cultural evolution, social dilemmas and socio-dynamics.
Even so, there is a great deal of ad hoc models, and little integration of instru-
ments for the implementation, management and optimisation of reputation. On
one hand, policy makers, entrepreneurs and administrators deem it possible to
manage public, corporate and firm reputation without contributing to or access-
ing a solid, general and integrated body of scientific knowledge on the subject
matter. On the other hand, software designers believe they can design and
implement online reputation reporting systems without investigating what the
properties, requirements and dynamics of reputation in natural societies and
why it did evolve for.

Reputation, instead, deserves a full role as a scientific topic, with focus on
its specificities, as ist potential as preventive social knowledge, and the selective
mechanism of transmission. Only by recogizing the central role of reputation
and its cross disciplinary nature we could obtain the advances that are not even
pursued inside the borders of a single discipline.

In the view of the organisers of this conference, reputation is an old artefact
for answering a new challenge, and that is the regulation of complex, global,
electronic societies. Innovation demands that the potential of old instruments
are fully understood and exploited, in order to be incorporated into novel, in-
telligent technologies. We invited contributions from all the fields of reputation
science, from philosophy to experimental economics, from game theory to com-
puter science and to sociology. Of thirty two submissions, we present in these
proceedings fifteen papers.

The papers collected in these proceedings have been grouped in four sections:
Foundations of Reputation, Field and Laboratory Research on Reputation, and
Simulation of Reputation.

In the Foundations section we have contributions from computers science,
artificial intelligence, management science and sociology; two papers (Sierra and
Debenham, Garcin et al.) touch the critical point of aggregation of reputation
feedbacks, the first from a more abstract point of view, the second making
explicit reference to current web 2.0 systems. The paper from Niemann et
al. developes a game theoretical model of the eBay scoring system, providing



some explicit claims on the effects of recent policy changes. Social networks,
the medium that allows for reputation circulation, which in turn may cause a
reshaping of the network itself, are discussed in the paper from Corten and Cook.
Vague, uncertain, or untestable assertions are often associated with gossip and
reputation. The paper from Kramer and Rosenthal proposes a contribution on
this fondamental issue.

The section on Field and Laboratory Research on Reputation contains sev-
eral contributions. In a paper on perceived informal power in organizations
from Labun et al. explore the link between power and trust. In a laboratory
experiment on trust, Buskens et al. compare a condition in which the trustor
knows the result of other games played by the trustee with one in which she
does not.

A group of reseachers from sociology and economy departments contributes
with two papers, both of which have as first author Riccardo Boero. In the
first paper, they interpret the behavioral patterns of subjects taking a decision
on economic investment and reprodces these patterns in an agent-based model.
In the second, they introduce a third-party rater in the trust game, taking
reputation more explicitly into account. With the work of Bapna et al, we
move back into Internet territory, exploring online auctions with a focus in
simultaneous auctions for identical goods. All these field experiments provide
the essential micro data to validate models and theories of reputation.

Coming to Simulation of Reputation, we start the section with two contribu-
tions on peer to peer networks, both focused on the issue of reputation systems
as a mean to fight malicious users who spread inauthentic files to gain credits.
In the first paper, Boella and collaborators show how reputation systems are
effective only if there is a widespread cooperation by users in verifying authen-
ticity of files starting during the download phase; Rosas and Bonnaire introduce
the notion of risk associated to the reputation value, arguing that reputation
and risk together work better than reputation alone.

The paper from Krupa et al. propose two scenarios to improve the relevance
of the ART testbed, a computer science competition aimed at selecting the best
trust strategies, currently used as a benchamrk for trust algorithms. With the
contribution of König et al., we see reputation at work in a new, challenging
field, that of the Internet of Services, where several kind of providers and ser-
vice buyers compete in a market characterized by standardized and low-value
transactions. Finally, Quattrociocchi and myself close the proceedings with an
application of the Repage reputation for reputation and image management,
applied to a simple market with growing levels of informational cheating.
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Invited Papers

1.1 The Many Faces of Reputation: Towards a Science of
Reputation System Design

Chris Dellarocas (Robert H. Smith School of Business)

Reputation systems are the unsung hero of the Web. They are the quiet
force behind some of the most successful Internet companies: Reputation sys-
tems have driven the entire business model of eBay, are responsible to a large
extent for Amazon’s success and are fueling participation and loyalty in sites
ranging from online communities to videogames. Their objectives are diverse,
ranging from building trust to improving customer experience to motivating
participation and effort. Despite all that, research on these systems has been
highly fragmented and has focused on isolated questions, such as eliciting truth-
ful opinions. There have been very few attempts to develop a comprehensive
“big picture” framework on the diverse roles that reputation systems can play
in Web x.0 initiatives, their building blocks and how they should be designed.
My talk will survey work in this area and will offer the beginnings of such a
framework.
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Reputation in Evolution by Rosaria Conte

1.2 Reputation in Evolution

Conte, Rosaria (ISTC-CNR)

Reputation will here be argued to have played a crucial role in the evolu-
tion of our species, thanks to its special social cognitive properties. After a
brief report on the author’s previous work in which reputation was defined as
a meta-representation (Conte and Paolucci, 2002), some crucial properties of
reputation will be derived, i.e. fast and cheap transmissibility. Next, reputation
will be compared with other mechanisms of social control, i.e. strong reciroc-
ity. Some hypotheses will be discussed, in particular (a) the higher tolerance of
reputation with regard to liars (informational cheaters), which make more inclu-
sive reputation-based groups, and (b) the more severe discrimination it allows
of real or presumed material cheaters, which make a reputation unfalsifiable.
The question as to which consequence this property bears on reputation-based
groups will be discussed.

Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09 3
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Information-Based Reputation

Carles Sierra1 and John Debenham2

1 Institut d’Investigacio en Intel.ligencia Artificial, Spanish Scientific Research Council, UAB
08193 Bellaterra, Catalonia, Spain sierra@iiia.csic.es

2 University of Technology, Sydney, Australia debenham@it.uts.edu.au

Abstract. Information-based agents use tools from information theory to evalu-
ate their utterances and to build their world model. When embedded in a social
network these agents measure the strength of information flow in this sense. This
leads to a model of information-based reputation in which agents share opin-
ions, and observe the way in which their opinions effect the opinions of others. A
method is proposed that supports the deliberative process of combining opinions
into a group’s reputation. The reliability of agents as opinion givers are measured
in terms of the extent to which their opinions differ from that of the group repu-
tation. These reliability measures are used to form an a priori reputation estimate
given the individual opinions of a set of independent agents.

1 Introduction

Reputation measures are becoming a cornerstone of many applications over the web
[1]. This is the case in recommender systems or in trading mediation sites. In these
applications there is a need to assess, for instance, how much should we trust the rec-
ommendation coming from an unknown source, or how reliable a trading partner is.
When the probability of having had previous interactions between two autonomous en-
tities (agents), human or software, is very low, the use of reputation measures, i.e. group
opinions, becomes a natural solution. In this paper we propose a reputation model that
is inspired by information theory and that is based on the information-based agency
explained elsewhere [2]. It also uses semantic distance over a shared ontology as a way
to profit from similar experiences in the assessment of reputation, and we start to ex-
plore some social network analysis techniques to weigh the opinions of other agents
according to their social relationships.

Reputation is the opinion (more technically, a social evaluation) of a group about
something. So a group’s reputation about a thing will be related in some way to the
opinions that the individual group members hold towards that thing. An opinion is an
assessment, judgement or evaluation of something, and are represented in this paper as
probability distributions on a suitable ontology called the evaluation space E.

An opinion is an evaluation of an aspect of a thing. A rainy day may be evaluated as
being “bad” from the aspect of being suitable for a picnic, and “good” from the aspect
of watering the plants in the garden. An aspect is the “point of view” that an agent has
when forming his opinion.

An opinion is evaluated in context. The context is the set of all things that the thing
is being, explicitly or implicitly, evaluated with or against. The set of valuations of

Information-Based Reputation by Carles Sierra and John Debenham
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all things in the context calibrates the valuation space. For example, “this is the best
paper in the conference”. The context can be vague: “of all the presents you could have
given me, this is the best”. If agents are to discuss opinions then they must have some
understanding of each other’s context.

Summarising the above, an opinion is an agent’s evaluation of a particular aspect of
a thing in context. A representation of an opinion will contain: the thing, its aspect, its
context, and a distribution on E representing the evaluation of the thing.

In this paper we explore the case of opinions being formed through a social eval-
uation process illustrated in Figure 1. Each agent in a group of agents first forms an
individual opinion on some thing. Second these individual opinions are shared with rest
of the group. A group discussion follows as a result of which each agent states a revised
opinion. Following that there is another discussion during which the group attempts to
formulate a shared reputation for the thing. The model that we describe is based on three
observations only for each participating agent: their initial individual opinion, their re-
vised opinion, and the group’s reputation if one is agreed upon. This social evaluation
process was suggested by a process used to evaluate submissions to conferences.

2 The multiagent system

We assume that a multiagent system {α,β1, . . . ,βo,ξ,θ1, . . . ,θt}, contains an agent α
that interacts with negotiating agents, βi, information providing agents, θ j, and an in-
stitutional agent, ξ, that represents the institution where we assume the interactions
happen [3]. Institutions give a normative context to interactions that simplify matters
(e.g an agent can’t make an offer, have it accepted, and then renege on it). The institu-
tional agent ξ may form opinions on the actors and activities in the institution and may
publish reputation estimates on behalf of the institution. The agent ξ also fulfils a vital
role to compensate for any lack of sensory ability in the other agents by promptly and
accurately reporting observations as events occur; for an example, without such report-
ing an agent may have no way of knowing whether it is a fine day or not. When we
consider the system from the point of view of a particular agent we will use agent α,
and that is α’s only significance.

Our agents are information-based [4], everything in their world is uncertain. To
deal with this uncertainty, the world model, M t , consists of random variables each
representing a point of interest in the world. Distributions are then derived for these
variables on the basis of information received. Additionally, information-based agents
[4] are endowed with machinery for valuing the information that they have, and that
they receive. They were inspired by the observation that “everything an agent says gives
away information”. They model how much they know about other agents, and how
much they believe other agents know about them. By classifying private information
into functional classes, and by drawing on the structure of the ontology, they develop a
map of the ‘intimacy’ [5] of their relationships with other agents.

Foundations of Reputation
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2.1 Communication Model

We assume that all agents share an ontology O, that for simplicity we will consider as a
set of well-formed expressions representing a given domain of discourse.3

An ontology is a tuple O = (C,R,≤,σ) where:

1. C is a finite set of concept symbols (including basic data types);
2. R is a finite set of relation symbols;
3. ≤ is a reflexive, transitive and anti-symmetric relation on C (a partial order)
4. σ : R→C+ is the function assigning to each relation symbol its arity

where ≤ is a traditional is-a hierarchy, and R contains relations between the concepts
in the hierarchy.

Based on this ontology we define a simple language C that accounts for the expres-
sions exchanged in gossiping dialogues, and is based on two fundamental primitives:
experience(α,β,ϕ,ϕ′) to represent, in ϕ, the world that β committed at bringing about
and in ϕ′ what α actually observed, and opinion(α,β,ϕ,o) to represent an opinion o that
α makes about the behaviour or position of β with respect to ϕ. The opinion is expressed
as a probability distribution pi over a set of qualitative terms e j. Experiences can also
be considered argumentative moves in support of a particular opinion. Language C is
then the set of utterances u defined as:

u ::= inform(agent,agent,content, time)
content ::= opinion(agent,agent, [term, ](eval)) | experience(agent,agent, term, term)

term ::= ϕ|φ| . . .(∗expression from ontology O∗)
eval ::= e = p | e = p,eval

e ::= good | bad | . . .(∗qualitative term∗)
p ::= a point in [0,1]

time ::= a point in time

agent ::= α | β | . . .(∗agent identifiers∗)

We will note by by A t the set of existing agents at instant t, by E the set of all possible
evaluation values e, and by Φ the set of all ontology-complaint terms. For example:

inform(John,me,opinion(John,Carles,wrapping(package),(ghastly = 0.7)), t)

inform(John,me,opinion(Carles,John,suggesting(wine(Margaret River)),(excellent = 0.9)), t)

inform(John,me,experience(John,Carles, package(date(Monday)), package(date(Friday)), t)

inform(John,me,experience(John,Carles,fly(elephant),¬fly(elephant)), t)

The concepts within an ontology are closer, semantically speaking, depending on
how far away are they in the structure defined by the≤ relation. Semantic distance plays

3 Local ontologies could also be considered together with appropriate ontology alignment tech-
niques [6].

Information-Based Reputation by Carles Sierra and John Debenham
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a fundamental role in strategies for information-based agency. How stated opinions,
opinion(·), about objects in a particular semantic region, and their subsequent validation
affect our decision making process about the significance of future opinions on nearby
semantic regions is crucial to model the common sense that human beings apply. A
measure [7] bases the semantic similarity between two concepts on the path length
induced by ≤ (more distance in the ≤ graph means less semantic similarity), and the
depth of the subsumer concept (common ancestor) in the shortest path between the two
concepts (the deeper in the hierarchy, the closer the meaning of the concepts). Semantic
similarity could then be defined as:

Sim(c,c′) = e−κ1l · e
κ2h− e−κ2h

eκ2h + e−κ2h

where l is the length (i.e. number of hops) of the shortest path between the concepts, h is
the depth of the deepest concept subsuming both concepts, and κ1 and κ2 are parameters
scaling the contribution of shortest path length and depth respectively.

The following does not depend on this particular definition. Suppose an ontology is
populated with probability distributions at each branch representing the preference in
some sense of an agent; e.g. if wine ≥ {red wine, white wine} then the probability at
that branch could represent Carles’ preference for red or white wine. If the same ontol-
ogy is populate with John’s probabilities then a metric such as the Kullback-Leibler [8]
divergence can be used to measure the difference in the significance of the term ‘red
wine’ to Carles and to John.

2.2 The Social Structure of the Multiagent System

Agents, or groups, in an evolving network can be described by a number of measures
of their importance or prominence [9] [10]. These measures summarise the structural
relations among all nodes in the network and account for an agent’s choices (whom do I
link to) as well as the other agent’s choices (who links to me). Centrality measures try to
determine prominence by not taking into account the direction of the ties, and prestige
measures when direction matters. Given a matrix R(n,n) that represents in ri j ∈ [0,1]
the intensity of the relation R from i to j we define:

– Centrality measures. Determining in how many relationships a particular agent is
involved.
• Normalised Degree Centrality. The extent to which a node connects to the rest.

Cd(i) =
∑n

j=1 ri j

n−1

• Normalised Closeness Centrality. How near a node is from the rest.

Cc(i) =
n−1

∑n
j=1 d(i, j)

where d(i, j) is the minimum distance between i and j in the graph

Foundations of Reputation
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• Normalised Betweenness Centrality. The extent to which an agent lies on the
shortest paths between pairs of agents in the graph.

Cb(i) =
2

(n−1)(n−2)
· ∑

j,k 6=i, j 6=k

s jk(i)
s jk

where s jk(i) is the number of shortest paths between j and k including i, and
s jk is the total number of shortest paths between j and k.

– Prestige Degree. Determining how many links an agent receives.

P(i) =
∑n

j=1 r ji

n−1

The preceding measures are topological and do not capture what the connections
between the individual agents are used for. From the perspective of information-based
agency we are interested in two things: first, how much information is passing along the
connections, and second, the value of that information to the receiving agent.

The ‘Source Coding Theorem’ of Shannon states that N independent, identically-
distributed random variable each with entropy H(X) can be compressed into marginally
more than N×H(X) bits of information. In other words, if we know the amount of in-
formation that has been transmitted in bits, and that the coding is loss-less then we know
the amount of information that has been transmitted in terms of the lack of uncertainty
that it could bring. Further, if we have mutually exclusive events, Ei, each with prior
probabilities, pi, then the expected information content I of a message that transforms
the priors pi into posterior probabilities qi is: I = ∑i qi× log( qi

pi
). These ideas enable use

to analyse network structure from the perspective of information flow. [11] defines the
path-transfer centrality of vertex i as −∑ j pi j log pi j where pi j is the probability that a
communication path starting at node i will end at node j. If an agent receives a message
containing information I then the Shannon value of I is: H(M t |I )−H(M t), where M t

is the agent’s world model. When used together with the ontology and a map of M t

that categorises the agent’s information, this measure can be used to take stock of the
information in M t .

3 Forming Opinions

This section describes how an information-based agent forms opinions. Section 4 will
describe how the opinions of the agents in a group may be distilled into a reputation.

An opinion is a valuation by an agent of an aspect of a thing taken in context. For-
mally, Oi(z,a,C) represents the result of the valuation by agent βi of aspect a of thing
z in context C. For example, the valuation by agent “Carles” of the “scientific quality”
aspect of the thing “John’s paper” in the context of “the AAMAS conference submis-
sions”. Opinions are communicated using the language described in Section 2.1. The
context C is often subjectively chosen by the agent, and is not part of the opinion(·)
primitive, although context may be the subject of associated argumentation. For exam-
ple, re-using an example of communication from Section 2.1:

inform(John,me,opinion(John,Carles,wrapping(package),(ghastly = 0.7)), t)

Information-Based Reputation by Carles Sierra and John Debenham
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we can extract an opinion as:

O(package,wrapping, the way I do wrapping) = (ghastly = 0.7)

As noted above, to preserve consistency and generality we assume that all opinions
are expressed as probability distributions over some suitable E. If an agent expresses
an opinion as P(X = ei) we treat this as the distribution with minimum relative en-
tropy with respect to the prior subject to the constraint P(X = ei) — in case there is
no known prior we use the maximum entropy, uniform distribution. For example, if
E = (fine,cloudy,wet,storm) then the opinion “I am 70% certain that tomorrow will be
fine” will be represented as (0.7,0.1,0.1,0.1) for a uniform prior.

The distributions in an agent’s world model M t represent the agent’s opinions about
the value of the corresponding random variable over some valuation space. Opinions
may be derived from opinions. For example, to form an opinion on “tomorrow’s suit-
ability for a picnic” and agent may introduce random variables for: tomorrow’s mid-day
temperature, tomorrow’s mid-day cloud cover, and tomorrow’s mid-day wind strength,
construct distributions for them using on-the-fly weather forecast information, and then
derive an opinion about the picnic somehow from these three distributions.

In Section 3.1 we describe how the distributions in the world model are updated as
real-time information becomes available; in that section we also estimate the reliability
of each information source by subsequently validating the information received from it.

3.1 Updating Opinions with Real-Time Information

In the absence of in-coming messages the distributions in M t should gradually decay
towards some zero-information state. In many cases there is background knowledge
about the world — for example, a distribution of the daily maximum temperature in
Barcelona in May — such a distribution is called a decay-limit distribution. If the back-
ground knowledge is incomplete then one possibility is to assume that the decay limit
distribution has maximum entropy whilst being consistent with the available data. Given
a distribution, P(Xi), and a decay limit distribution D(Xi), P(Xi) decays by:

Pt+1(Xi) = ∆i(D(Xi),Pt(Xi)) (1)

where ∆i is the decay function for the Xi satisfying the property that limt→∞ Pt(Xi) =
D(Xi). For example, ∆i could be linear: Pt+1(Xi) = (1−νi)×D(Xi)+νi×Pt(Xi), where
νi < 1 is the decay rate for the i’th distribution. Either the decay function or the decay
limit distribution could also be a function of time: ∆t

i and Dt(Xi).
The following procedure updates M t . Suppose that α receives a message µ from

agent β at time t.4 Suppose that this message states that something is so with probabil-
ity v, and suppose that α attaches an epistemic belief Rt(α,β,µ) to µ — this probability
reflects α’s level of personal caution. Each of α’s active plans, s, contains constructors
for a set of distributions {Xi} ∈M t together with associated update functions, Js(·),

4 This message is not necessarily a message from the language in section 2.1. We refer with µ to
any inform message with propositional content that can be processed by the agent.
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such that JXi
s (µ) is a set of linear constraints on the posterior distribution for Xi. Denote

the prior distribution Pt(Xi) by p, and let p(µ) be the distribution with minimum rela-
tive entropy5 with respect to p: p(µ) = argminr ∑ j r j log r j

p j
that satisfies the constraints

JXi
s (µ). Then let q(µ) be the distribution:

q(µ) = Rt(α,β,µ)× p(µ) +(1−Rt(α,β,µ))× p (2)

and then let:

Pt(Xi(µ)) =

{
q(µ) if q(µ) is more interesting than p
p otherwise

(3)

A general measure of whether q(µ) is more interesting than p is: K(q(µ)‖D(Xi)) >

K(p‖D(Xi)), where K(x‖y) = ∑ j x j ln x j
y j

is the Kullback-Leibler divergence between
two probability distributions x and y.

Finally merging Eqn. 3 and Eqn. 1 we obtain the method for updating a distribution
Xi on receipt of a message µ:

Pt+1(Xi) = ∆i(D(Xi),Pt(Xi(µ))) (4)

This procedure deals with integrity decay, and with two probabilities: first, the proba-
bility v in the message µ, and second the belief Rt(α,β,µ) that α attached to µ.

Reliability of the Information Source. An empirical estimate of Rt(α,β,µ) may be
obtained by measuring the ‘difference’ between commitment and verification. Suppose
that µ is received from agent β at time u and is verified by ξ as µ′ at some later time
t.6 Denote the prior Pu(Xi) by p. Let p(µ) be the posterior minimum relative entropy
distribution subject to the constraints JXi

s (µ), and let p(µ′) be that distribution subject
to JXi

s (µ′). We now estimate what Ru(α,β,µ) should have been in the light of knowing
now, at time t, that µ should have been µ′.

The idea of Eqn. 2, is that Rt(α,β,µ) should be such that, on average across M t ,
q(µ) will predict p(µ′) — no matter whether or not µ was used to update the distribution
for Xi, as determined by the condition in Eqn. 3 at time u. The observed reliability for
µ and distribution Xi, Rt

Xi
(α,β,µ)|µ′, on the basis of the verification of µ with µ′, is the

value of k that minimises the Kullback-Leibler divergence:

Rt
Xi

(α,β,µ)|µ′ = argmin
k

K(k · p(µ) +(1− k) · p ‖ p(µ′))

5 Given a probability distribution q, the minimum relative entropy distribution p = (p1, . . . , pI)
subject to a set of J linear constraints g = {g j(p) = a j · p− c j = 0}, j = 1, . . . ,J (that must
include the constraint ∑i pi−1 = 0) is: p = argminr ∑ j r j log r j

q j
. This may be calculated by in-

troducing Lagrange multipliers λ: L(p,λ) = ∑ j p j log p j
q j

+λ ·g. Minimising L, { ∂L
∂λ j

= g j(p) =

0}, j = 1, . . . ,J is the set of given constraints g, and a solution to ∂L
∂pi

= 0, i = 1, . . . , I leads even-
tually to p. Entropy-based inference is a form of Bayesian inference that is convenient when
the data is sparse [12] and encapsulates common-sense reasoning [13].

6 This could be later communicated as inform(γ,α,experience(γ,β,µ,µ′), t).
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The predicted information in the enactment of µ with respect to Xi is:

It
Xi

(α,β,µ) = Ht(Xi)−Ht(Xi(µ)) (5)

that is the reduction in uncertainty in Xi where H(·) is Shannon entropy. Eqn. 5 takes
account of the value of Rt(α,β,µ).

If X(µ) is the set of distributions that µ affects, then the observed reliability of β on
the basis of the verification of µ with µ′ is:

Rt(α,β,µ)|µ′ = 1
|X(µ)|∑i

Rt
Xi

(α,β,µ)|µ′ (6)

If X(µ) are independent the predicted information in µ is:

It(α,β,µ) = ∑
Xi∈X(µ)

It
Xi

(α,β,µ) (7)

Suppose α sends message µ to β where µ is α’s private information, then assuming that
β’s reasoning apparatus mirrors α’s, α can estimate It(β,α,µ).

For each formula ϕ at time t when µ has been verified with µ′, the observed relia-
bility that α has for agent β in ϕ is:

Rt+1(α,β,ϕ) = (1−ν)×Rt(α,β,ϕ)+ν×Rt(α,β,µ)|µ′×Sim(ϕ,µ)

where Sim measures the semantic distance between two sections of the ontology as
introduced in Section 2.1, and ν is the learning rate. Over time, α notes the context
of the various µ received from β, and over the various contexts calculates the relative
frequency, Pt(µ). This leads to an overall expectation of the reliability that agent α has
for agent β:

Rt(α,β) = ∑
µ

Pt(µ)×Rt(α,β,µ)

3.2 Verifiable Opinions

An opinion is verifiable if within a “reasonable amount of time” it ceases to be an opin-
ion and becomes an observable fact; for example, the opinion “tomorrow’s maximum
temperature will be over 30◦” is verifiable, whereas the opinion “the Earth will exist in
100,000 years time” is not verifiable in any practical sense, and “Brahms’ symphonies
are ghastly” will never be verifiable.

The articulation by β of a verifiable opinion carries with it the intrinsic commitment
that it will in due time become an observable true fact. α will be interested in any
variation between β’s commitment, ϕ, and what is actually observed (as advised by the
institution agent ξ), as the fact, ϕ′. We denote the relationship between opinion and fact,
Pt(Observe(ϕ′)|Commit(ϕ)) simply as Pt(ϕ′|ϕ) ∈M t .

In the absence of in-coming messages the conditional probabilities, Pt(ϕ′|ϕ), should
tend to ignorance as represented by the decay limit distribution and Eqn. 1. We now
show how Eqn. 4 may be used to revise Pt(ϕ′|ϕ) as observations are made. Let the
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set of possible factual outcomes be Φ = {ϕ1,ϕ2, . . . ,ϕm} with prior distribution p =
Pt(ϕ′|ϕ). Suppose that message µ is received from ξ that verifies or refutes a previously
stated verifiable opinion expressed by β, we estimate the posterior p(µ) = (p(µ)i)m

i=1 =
Pt+1(ϕ′|ϕ).

First, if µ = (ϕk,ϕ) is observed then α may use this observation to estimate p(ϕk)k as
some value d at time t +1. We estimate the distribution p(ϕk) by applying the principle of
minimum relative entropy as in Eqn. 4 with prior p, and the posterior p(ϕk) = (p(ϕk) j)m

j=1

satisfying the single constraint: J(ϕ′|ϕ)(ϕk) = {p(ϕk)k = d}.
Second, we consider the effect that the verification φ′ of another simple, verifiable

opinion φ of β has on p. This is achieved by appealing to the structure of the ontology
using the Sim(·) function. Given the observation µ = (φ′,φ), define the vector t by:

ti = Pt(ϕi|ϕ)+(1− | Sim(φ′,φ)−Sim(ϕi,ϕ) |) ·Sim(ϕ′,φ)

for i = 1, . . . ,m. t is not a probability distribution. The multiplying factor Sim(ϕ′,φ)
limits the variation of probability to those formulae whose ontological context is not too
far away from the observation. The posterior p(φ′,φ) is defined to be the normalisation
of t.

In this section we have shown how an information-based agent models the accuracy
of an agent’s opinions when they are verifiable. The model produced is predictive in the
sense that when an opinion is stated it gives a distribution of expectation over the space
of factual outcomes.

3.3 Unverifiable Opinions

If an opinion can not be verified then one way in which it may be evaluated is to com-
pare it with the corresponding individual opinions, or group reputation, of a group of
agents. The focus of this paper is on reputation; that is, a social evaluation conducted
by a group. We deal with unverifiable opinions using a social evaluation framework that
is abstracted from any particular case and is illustrated in Figure 1. The idea is that a
group G of n agents independently form a prior opinion, Oi on the same thing. Each
agent has a prior confidence value, ci, that estimates how close its prior opinion, Oi, is
expected to be to the reputation, or common opinion, of the group, RG — precisely ci
measures how effective the agent is at influencing the opinions of other agents, it does
not measure how good its opinion is in any absolute sense as the opinion is assumed
to be unverifiable. The agents then make their prior opinions public to the other agents
and an argumentative discussion, ∆, takes place during which the agents may choose to
revise their opinions, Oi|∆. When the revised opinions are published a second argumen-
tative discussion, Γ, takes place during which the agents attempt to distil their opinions
into a group reputation, RG. The confidence estimates, ci are then revised by noting the
differences between Oi, Oi|∆ and RG, to give posterior values, ci|∆. The processes in
Figure 1 are summarised as:

∆ : f ({(Oi,ci}) = {Oi|∆}

Γ : g({(Oi|∆,ci}) = (RG,dG)
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Fig. 1. The social evaluation framework in which a group G of n agents β1,. . . ,βn table their
private opinions O1, . . . ,On, have an open, argumentative discussion ∆ (see Section 3.3), and
then revise their opinions O1|∆, . . . ,On|∆. This is followed by another argumentative discussion
Γ (see Section 4) during which the agents consider whether revised opinions can be distilled into
a common reputation RG. The symbols ci and cG are confidence values as explained below.

β1
O1c1 O1 | Δ c1 | Δ

β2
O1c2 O2 | Δ c2 | Δ

βn Oncn On | Δ cn | Δ

Argumentative
Discussion

Δ
OG cGΓ

{∆,Γ} : h({(Oi,ci,Oi|∆},RG) = {ci|∆}

The function f (·) is the product of the discussion ∆ — we simply observe the outcome.
Function g(·) is described in Section 4, and h(·) in Section 5.

4 Combining Opinions and Forming Reputation

A reputation is a social evaluation by a group. When the group is a set of autonomous
agents the only sense in which an opinion can exist is as a common opinion throughout
the group. The objective of the argumentative process Γ in Figure 1 is to determine a
common view if one exists. The following procedure first determines whether a com-
mon view exists, and second it offers three views of what that common view could be.
The three different views vary with differing degrees of statistical dependence between
the agents.

The process of distilling opinions into a reputation can not simply be computed.
For example, consider two agents who are reviewing the same conference paper and
are in total agreement about the result “a ‘strong accept’ with confidence 0.8” where
the reliability of each agent is 90%. What should their combined opinion, or in this
case ‘paper reputation’, be? As their individual reliability is 90% perhaps the common
view is “a ‘strong accept’ with confidence 0.72”. Alternatively because they both agree,
and may have quite different reasons supporting their views, perhaps the common view
should be “a ‘strong accept’ with some confidence greater than 0.8”.

The work described in the remainder of this section and in Section 5 is expressed
in terms of two agents; it extends naturally to n agents. The procedure is based on three
methods that are detailed below.
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Dependent Method. To form a combined opinion of two opinions, X1 and X2, construct
the joint distribution W = (X1,X2,Z) and impose the constraints:(

∑
i

P(W = wi) | Xk = x j

)
= P(Xk = x j), k = 1,2

(
∑

i
P(W = wi) | Xk = Z

)
= ck, k = 1,2

let W be the distribution of maximum entropy that satisfies these constraints. Then the
combined opinion Dep(X1,X2) is P(Z = z). If the data is inconsistent then the value is
undefined — this is a test of whether the data is consistent. If the data is inconsistent
then this indicates that there is no shared opinion. Being based on a maximum entropy
calculation the posterior is a conservative combination of the given opinions — it is
“maximally noncommittal” to that which is not known. To calculate this dependent,
combined opinion when the prior is known, calculate the minimum relative entropy
distribution with respect to that prior using the same constraints as described.

ϒ Method. Let’s define P(α,d) as the probability that an opinion Oα expressed by α
(i.e, a probability distribution) is at distance d of the true distribution (or at distance d
of a group opinion). That is, the probability that a certain distribution Q is the right one
is defined as P(Q is right) = P(α,DIST (Oα,Q)) for an appropriate distance measure
DIST .7 These distributions can be obtained by datamining past group opinion formation
processes.

Given a group G, we look for the group opinion, RG such that the certainty on that
group opinion being the right one is maximised. That is,

RG = max
Q

ϒ({P(α,DIST(Oα,Q))}α∈G)

Where ϒ is the uninorm operator [15]. In case there are several such group opinions we
prefer the one with maximum entropy. And then,

dG = ϒ({P(α,DIST(Oα,RG))}α∈G)

For the values in Table 1, we discreetise the P(α,d) in the intervals between the
points in the following list: [0,0.035,0.3,0.5,0.8,1].

Independent Method. Given a prior distribution P(W = x j), a pair of opinions, P(Xi =
x j) i = 1,2, with their respective certainties ci, assuming that the agents’ opinions are
statistically independent, let wi, j = ci×P(Xi = x j), i = 1,2, and let v j =

∏i wi, j
∏i wi, j+∏i(1−wi, j)

then the combined opinion Ind(X1,X2) is: v j +(1−∑k vk)×P(W = x j), with strength
∑k vk. This method assumes that the priors are independent (unlikely in practice) and
has the property that the probabilities in two similar distributions are amplified.

The overall procedure plays the role of a mediator. If the ‘Dependent Method’ does
not return a value then the data is inconsistent, and the agents should either have further

7 Kullback-Leibler divergence, or the earth movers distance [14] could be used.
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discussion or “agree to disagree”. Otherwise calculate the three values Dep(·), ϒ(·)
and Ind(·). Propose ϒ(·) to the agents, and if they accept it then that is their common
opinion. Otherwise propose that their common opinion lies somewhere between Dep(·)
and Ind(·) and leave it to them to determine it.

Table 1 contains some sample values for the three methods. In Case 3 the two
opinions are identical with maximal value of 0.8 and strengths of 0.8 and 0.9. The
Dep(X1,X2) method is conservative and gives 0.77 because of the strength values. The
ϒ(X1,X2) method balances the strength uncertainty with the fact that their are two
shared views to give 0.8. The Ind(X1,X2) method is bold and gives 0.85 because two
agents share the same view; the boldness of the Ind(X1,X2) method is balanced by its
comparatively low strength values.

Table 1. Three cases of sample values for the three methods for combining opinions. In each case
the opinions are X1 and X2 and the strength of the distributions is denoted by “Str”. The right hand
column contains the discreetised P(α,d) values described in the ‘ϒ Method’. All calculations
were performed with a uniform prior.

Case 1 X1 0.1000 0.5000 0.2000 0.1000 0.1000 Str = 0.9 P = 〈0.9,0.05,0.03,0.01,0.01〉
X2 0.0500 0.8000 0.0500 0.0500 0.0500 Str = 0.7 P = 〈0.7,0.2,0.05,0.03,0.02〉

Dep 0.0919 0.5590 0.1653 0.0919 0.0919 cG ≈ 1
ϒ 0.0700 0.7000 0.1700 0.0700 0.0700 cG = 0.95

Ind 0.0978 0.6044 0.1022 0.0978 0.0978 cG = 0.53
Case 2 X1 0.1000 0.6000 0.1000 0.1000 0.1000 Str = 0.8 P = 〈0.8,0.1,0.04,0.01,0.01〉

X2 0.0500 0.8000 0.0500 0.0500 0.0500 Str = 0.9 P = 〈0.9,0.06,0.03,0.01,0.01〉
Dep 0.0683 0.7266 0.0683 0.0683 0.0683 cG ≈ 1

ϒ 0.08 0.63 0.08 0.08 0.08 cG = 0.97
Ind 0.0601 0.7596 0.0601 0.0601 0.0601 cG = 0.72

Case 3 X1 0.0500 0.8000 0.0500 0.0500 0.0500 Str = 0.8 P = 〈0.8,0.1,0.04,0.01,0.01〉
X2 0.0500 0.8000 0.0500 0.0500 0.0500 Str = 0.9 P = 〈0.9,0.06,0.03,0.01,0.01〉

Dep 0.0573 0.7707 0.0573 0.0573 0.0573 cG ≈ 1
ϒ 0.05 0.8 0.05 0.05 0.05 cG = 0.97

Ind 0.0363 0.8548 0.0363 0.0363 0.0363 cG = 0.83

5 Reputation of the Agents

In the previous section we described how a mediator could assist agents to agree on
a common opinion, or reputation, of some thing being evaluated. Additionally, the in-
stitution ξ builds a view of the reputation of the individual agents who perform the
evaluations by observing the process illustrated in Figure 1. In particular, ξ observes
the development of the ci values (described below), the distances between initial opin-
ion Oi and considered opinion Oi|∆, and the distances between both opinions and the
group reputation RG when it exists.

Given two opinions X1 and X2 the strength of X1 on X2 is defined as: P(X1 = X2).
If X1 and X2 are both defined over the same valuation space E = {ei}n

i=1 then: P(X1 =
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X2) = ∑i P(W = wi) | X1 = X2, where W = (X1,X2) is the joint distribution. That is,
we sum along the diagonal of the joint distribution. We estimate the diagonal wi values
using the dependent estimate: P(X1 = ei)∧P(X1 = ei) = min j P(X j = ei), and hence:
Str(X1,X2) = P(X1 = X2) = ∑i min j P(X j = ei). A measure of the distance between X1
and X2 is then: Dist(X1,X2) = 1−Str(X1,X2). This definition of strength is consistent
with the ‘Dependent Method’ in Section 4 that is the basis of the reputation mediation
procedure. Other definitions include the Kullback-Leibler divergence, Dist(X1,X2) =
K(X1||X2), and the earth movers distance [14].

Each time a reputation RG is formed, the ci values are updated using: ci|∆ = µ×
Dist(Oi,RG)+(1−µ)×ci, where µ is the learning rate. These ci values are the product
of successive social evaluation processes, and so they are reputation estimates.

The measures described above do not take the structure of the evaluation space E
into account. Four additional measures are:

A generic distance measure. Dist(X ,Y ) = K(X ′||Y ′) where (X ′,Y ′) is a permutation of
(X ,Y ) the satisfies X ′ <Y ′, and the order is defined by: RG < Oi|∆ < Oi. I.e. the earliest
occurring distribution “goes in the second argument”. This complication with ordering
is necessary because K is not symmetric; it attempts to exploit the sense of relative
entropy. An alternative is to use the symmetric form as it was originally proposed:
1
2 (K(X ,Y )+K(Y,X))

A distance measure when the prior, Z, is known. This builds on the generic measure,
and captures the idea that the distance between a pair of unexpected distributions is
greater than the difference between a pair of similar, expected distributions. We measure
of how expected X is by: K(X ,Z), and normalise it by: maxIK(I,Z) to get: e(X) =

K(X ,Z)
maxIK(I,Z) . Then this measure is the arithmetic product of the previous generic measure

with: e(X)+e(Y )
2 .

A semantic distance measure. Suppose there is a difference measure Diff(·, ·) defined
between concepts in the ontology — it could be related to the Sim(·, ·) function in
Section 2.1. Then the distance between two opinions X and Y over valuation space
E (represented as distributions pi and qi respectively) is: Dist(X ,Y ) = ∑i j pi × q j ×
Diff(ei,e j) where ei are the categories in E.

A distance measure when E is ordered and the prior is known. If the valuation space
E has a natural order, and if there is a known prior then define Diff(ei,e j) to be the
proportion of the population that is expected to lie between ei and e j. Then define
Dist(X ,Y ) = ∑i j pi×q j×Diff(ei,e j). For example, in conference reviewing, if the ex-
pectation is that 40% of reviews are ‘weak accept’ and 20% are ‘accept’ then Diff(‘weak
accept’, ‘accept’)= 40

2 + 20
2 ; i.e. taking the mid points of the intervals.

The measures described for Dist(X ,Y ) are now used to enable ξ to attribute various
reputations to agents. These reputation measures all assume that the agents have been
involved in a number of successive social evaluation rounds as shown in Figure 1.

Inexorable. If agent βi is such that: Dist(Oi,Oi|∆)� Dist(Oi,O j|∆),∀ j 6= i consis-
tently holds then βi is inexorable.
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Predetermination. If: Dist(Oi,RG)� Dist(O j,RG),∀ j 6= i consistently, then βi is a
good ‘predeterminer’. Such an agent will have a high ci value.

Persuasiveness. If βi is such that: Dist(Oi,O j|∆)�Dist(O j,O j|∆),∀ j 6= i consistently
then βi is persuasive.

Compliance. If βi is such that: Oi|∆≈ argminX ∑ j 6=i Dist(O j|∆,X), then βi is compli-
ant.

Dogmatic. If βi is such that: Oi = Oi|∆ consistently then βi is dogmatic. A dogmatic
agent is highly inexorable.

Adherence. If βi is such that Oi|∆ = O j where j = argmaxk,k 6=i ck consistently then βi
is adherent (in this round adherent to agent β j).

6 Discussion

This paper has proposed a number of methods to ground the social building of repu-
tation measures. The methods are based on information theory and permit to combine
opinions when there is a high level of independence in the formation of the individual
opinions. The method permits the computation of reputation values as aggregation of
individual opinions, and also detects when agreement is not feasible. This impossibil-
ity may be used to trigger further discussions among the members of the group or to
introduce changes in the composition of the group to permit agreements.

The use of social network analysis measures permits to define heuristics on how to
combine opinions when there is no complete independence in the opinions expressed
by the agents. There are a number of different relationships that may be used to guess
dependency. For instance, in the context of scientific publications, co-authorship or af-
filiation, meaning that authors have written papers together or belong to the same labo-
ratory may indicate a significant exchange of information between them and therefore a
certain level of dependency. The aggregation of values by function h can then use these
measures to diminish the joint influence of dependent opinions into the reputation. This
is to be explored in future extensions of the information based reputation model.

Also, social networks can be used to assess initial values of ci, the confidence on
agent’s opinions. For instance, we can say that an individual is expert in an area (key-
word) if it is author of highly cited papers on the topic, has reviewed prestigious papers
on the area, and has a central role in the college. This is easily expressed as

ci = f

 ∑
(i,p)∈Authorship,

(p,X)∈Area

PCitation(p), ∑
(i,p)∈Review,
(p,X)∈Area

PCitation(p),CCollege
b (i)


where (i, p) ∈ Authorship means that agent i is author of paper p, (p,X) ∈ Area means
that paper p is on topic X and (i, p) ∈ Review means that agent i has reviewed paper p.
Citation relates papers and College relates authors. See Section 2.2 for definitions of P
and Cb.

Our future work will include the in depth analysis of Social Network Measures in
the information model reputation and the experimental analysis of the model in the con-
text of scientific publishing as planned in the LiquidPub project (http://www.liquidpub.org).
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Also, we will analyse the robustness of the proposed model in front of strategic reason-
ers that may try and manipulate the scores to their benefit.
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Abstract. A common finding is that cooperation is more likely if interactions are em-
bedded in cohesive social networks, which is often explained by reputation mechanisms.
An underlying assumption in these explanations is that networks are exogenously imposed
on the actors. We relax this assumption and study a model in which actors play dyadic
Prisoner’s Dilemmas while also choosing their interaction partners, such that behavior and
social networks co-evolve. Can cohesive networks and cooperation naturally evolve, is an
exogenously imposed cohesive network a condition for cooperation, or are cohesive networks
a result of high levels of cooperation? We propose formal model in which actors are mod-
eled as boundedly rational and base their decisions to cooperate with a given partner on
expectations of the partner’s behavior. At the same time, they build or dissolve interactions
based on the expected utility of these interactions. Actors form beliefs by learning from their
own experience as well as from third-party information obtained via the network. We derive
basic analytical results on stable states in this model, and apply computer simulations to
study the dynamics of the process in detail. Results suggest that the spread of reputation
does not always foster cooperation, and that network cohesiveness is more likely to be a
consequence of cooperation than a cause.

1 Introduction

An broadly shared view among social scientists is that social cohesion promotes the emergence
of cooperation, trust, and social norms (Homans, 1951; Coleman, 1990; Voss, 2001); a view that
is supported by much qualitative (Macaulay, 1963; Greif, 1989, 1994; Ellickson, 1991; Uzzi, 1996,
1997) and some quantitative (e.g., Robinson and Stuart, 2007; Buskens, 2002) evidence. Theoreti-
cally, there are various mechanisms that are thought to produce higher cooperation rates in dense
networks. Buskens and Raub (2002) make a distinction between control and learning effects in
social networks. Control refers to the idea that actors are more inclined to cooperate if information
about defection can spread through the network and lead to sanctions by third parties. Thus, ac-
tors would cooperate because they are concerned with the future consequences of defection(Raub
and Weesie, 1990; Buskens, 2002). A second mechanism is learning. Here it is information on past
interactions that matters. An actor may be more inclined to cooperate with another if she learns
from a third party that cooperation with this other actor may be more fruitful than defection,
for example, because this other actor appears to be playing according to a Tit-for-Tat strategy.
Other useful information that actors may learn through the network concerns the payoffs of the
other player (Buskens, 2003; Kreps and Wilson, 1982). While the focus in the literature is mainly
on the positive effects of network density on cooperation, the effect may also be negative (Burt
and Knez, 1995; Rapoport et al., 1995).

Both control- and learning mechanisms rely on the transfer of information about the behavior
of an actor to third parties. For control, this information allows a third party to threaten with
sanctions if an actor does not cooperate, while in the learning case this information allows a third
party to decide on the expected benefits of cooperation. That is: both mechanisms are examples
of reputation effects. Reputation, in general, refers to an attribute of an actor ascribed to him by
? Funding for this project was provided by Utrecht University through the High Potentials 2004 subsidy
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other actors (Wilson, 1985; Raub and Weesie, 1990). Raub and Weesie (1990) further distinguish
between reputation in the narrow sense and reputation in the broad sense. Reputation in the
narrow sense refers to situations where the behavior of an actor influences his reputation in this
situation, while reputation in the broad sense refers to situations where behavior in one interaction
influences other interactions. We are concerned with reputation in the broad sense. In this paper,
we focus only on the learning mechanism of reputation.

Theories on reputation effects commonly assume that social networks are exogenous: the social
network is considered as a stable social context which is imposed on the actors, and which provides
the means for the spread of information through which the mechanisms of control and learning
operate. In recent years, this assumption has been challenged in network research. Increasingly, it
is recognized that social networks themselves are also the result of interactions, in which actors
make concious decisions about their social relations. This recognition has led to an explosion of
interest in social network dynamics over the past decades, both in sociology and (even more) in
other disciplines such as economics, mathematics and physics (Watts and Strogatz, 1998; Snijders,
2001; Jackson and Watts, 2002a; Dutta and Jackson, 2003; Jackson, 2008).

Relaxing the assumption of static networks might have implications for the predictions about
the effects of reputation, for at least two reasons. First, it is not self-evident that reputation
mechanisms are equally effective if the network changes as a result of what happens in interactions.
For instance, if an actor experiences defection by an interaction partner, she might “spread the
word” through her network connections such that the defector can be sanctioned. Alternatively,
she might end the interaction with this partner altogether because she prefers not to interact with
partners who defect. In that case, she (unintentionally) also changes the possibilities for the spread
of reputation for other actors in the network. Conversely, it is possible that network decisions
themselves are affected by reputation effects: actors might be more willing to start interactions
with potential partners who have a cooperative reputation and less willing to interact with actors
who are known to defect. It is theoretically not clear if and how reputation mechanisms function
in a dynamic context. The main aim of this paper is to shed some light on this question.

Second, the possibility that networks are dynamic leaves room for a problem of causal order.
Traditionally, it is assumed that in the relation between network density and cooperation, the
network came first: cooperation is the result of the network structure. As soon as we assume that
networks may be dynamic, however, the causal direction could also be in the other direction.
If interactions are more likely between actors who tend to cooperate than between actors who
defect (for instance, because mutually cooperative interactions are more rewarding than relations
of mutual defection), then high density would be the result of an already high level of cooperation
rather than its cause. Because most empirical studies of network effects on cooperation are cross-
sectional, they cannot distinguish between these two possible causal directions.

1.1 Related Theoretical Literature

Models of cooperation in dynamic networks with N-person Prisoner’s Dilammas are studied in
different setups by Egúıluz et al. (2005), Ule (2005), and Biely et al. (2007). Of these, Ule (2005)
includes a reputation mechanism of the control type, but one in which reputation does not depend
on the network. Biely et al. (2007) assume some type of reputation by learning, but do not model
it explicitly.

Models that study dyadic repeated Prisoner’s Dilemmas (RPD) (as in our paper) with partner
choice can be traced back to (at least) Schuessler (1989), who studies the effects of an “exit-
option” in a computational tournament in the style of Axelrod (1984). Vanberg and Congleton
(1992), Weesie (1996), Yamagishi et al. (1994), Stanley et al. (1994), and the EdK-Group (2000)
all conduct similar analyses in various setups.

None of these studies, however, assume a reputation system: interaction takes place in inde-
pendent dyads, and although in principle we can speak of a network of interactions, there are no
effects of network structure. The only study that we are aware of that does discuss a network-based
reputation mechanism is by Vega-Redondo (2006), who presents a game-theoretic analysis of the
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RPD in an endogenous network. Reputation enters the analysis as players punish interaction part-
ners when they learn of a defection by a partner via the network. Thus, this is reputation in the
sense of control, which is different from our approach. Moreover, reputation only plays a limited
role in network formation. The analysis of this model focusses mainly on the effects of volatility
of the environment, and shows that more volatility in the long run leads to lower network density,
but also to lower average distance in the network.

Finally, Pujol et al. (2005) study dyadic support games in a dynamic network setting with
reputation. Although in their model reputation is network-dependent, it’s role is limited: third-
party information comes only from direct neighbors, and is moreover only used when first-hand
experience is not available. A second drawback of their model in our opinion is that actors are
modeled as cooperative, which partly “assumes away” the problem we want to address, namely
the emergence of cooperation among egoistic actors.

2 The Model

2.1 Formalization of the Problem

The basic interaction is modeled as an infinitely repeated two-person Prisoner’s Dilemma. Thus,
in every stage of the game, actors play a game as illustrated in Figure 1. In this game, actors can
collectively benefit from mutual cooperation, but also have an individual incentive to free-ride on
the efforts of the other player. Future payoffs are discounted by a discount parameter w.

Cooperate Defect
Cooperate R, R S, T

Defect T, S P, P

Cooperate Defect
Cooperate 3, 3 0, 5

Defect 5, 0 1, 1

Fig. 1: A Prisoner’s Dilemma Game, in general form and with numerical payoffs, with T > R >
P > S

There is a finite set of actors N = {1, 2, 3, . . . , n}. Actors play two-person Repeated Prisoner’s
Dilemmas. They can be involved in multiple games at the same time, but can play differently
against different partners. For a population of actors, the collection of dyadic relations results in
a network of relations. A network of n actors can be represented by the n×n adjacency matrix g,
where g(i, j) = 1 if there is a link from i to j and g(i, j) = 0 otherwise. The network of interactions
is undirected by nature, therefore g(i, j) = g(j, i) for all i and j. The set of actors with whom
actor i has a link is formally denoted as Ni(g) = {j ∈ N |gij = 1}, and these actors will be referred
to as the neighbors of i. We uses the terms “link” and “tie” interchangeably.

We make restrictive assumptions of the information available to the actors. Actors are informed
of the actions chosen by their interaction partners, but not on the strategies for the repeated game
according to which their partners are playing. Moreover, actors are not aware of the structure of
the network beyond their own connections. This also implies that actors are not informed about
the payoffs their partners are receiving.

However, while information available to individual actors is rather limited, the network struc-
ture allows for diffusion of information among actors, which makes the rise of reputations possible.
But also the diffusion of information is assumed to have its limits: it does not flow effortlessly
through the network but decreases in reliability the further it travels through the network. We
model this process explicitly when we discuss how actors use information.

A key property of our model is that the interaction network is not exogenously imposed, but
can be changed by the actors. Because network ties represent interactions, we assume that ties
can only be created with mutual consent, while they can be deleted unilaterally (cf. Jackson and
Wolinsky, 1996).

Foundations of Reputation

22 Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09



An important assumption is that maintaining network ties is costly. The underlying reasoning
for this assumption is that maintaining social interactions requires some effort, and that therefore
actors may want to end relations that are less profitable. Assigning a fixed cost to every interaction
is a convenient way to model this (cf. Jackson and Watts, 2002b).

Formally, the total cost k for maintaining z ties for actor i in each round of play is given by
the simple linear function

ki(g) = αzi (1)

in which zi denotes the number of ties i is involved in (i.e., zi = |Ni|) and α ≥ 0.
The various components of the model are combined into a repeated game in the following way.

Each period of the process consists of three phases: In the Network formation phase, a number of
pairs of actors (denoted by η) are randomly chosen to update their relation (create a new tie if
their is none, or remove a tie if there is one), using the information available to them. In the Game
play phase, all actors simultaneously play the PD with each of their neighbors, given the network
resulting from phase 1. Lastly, in the Information phase, actors are informed of the outcomes of
the game play phase, information spreads through the network (by the mechanism we explain
below), and actors update their beliefs about each other.

After the information phase, we return to the network formation phase and the process con-
tinues. In phases 1 and 2, actors rely only on the information they received in phase 3, from own
experience or through reputation. Thus, after new ties are formed in phase 1, there is no addi-
tional spread of information, and the decision in the game is based on the same information as
the decisions in the network formation phase.

2.2 Individual Strategies

In summary, the decision situation for the actors can be characterized as a complex repeated game
with incomplete information, in which the information structure is changed endogenously. This
leads to an extremely complex decision situation with a very large range of action alternatives and
possible outcomes. This situation would put such extreme requirements on a truly rational actor
in terms of information processing and computation that we think it unlikely that human actors
would be capable of acting rationally in such a context.

Instead, we prefer to model actors as boundedly rational, in the sense that actors make a
number of simplifying assumptions about the world around them and make use of information in
a possibly suboptimal manner (Simon, 1956; Rubinstein, 1998). More specifically, we assume that
actors consider only “t− 1 matching strategies” by the opponent (Downing, 1975). That is, actors
assume that their opponent’s action in the game is a response to their own action in the game in
the previous period.

p(Cj | Ci)t: The probability that j will cooperate at time t after i cooperated at time t− 1;
p(Cj | Di)t: The probability that j will cooperate at time t after i defected at time t− 1;

We propose that actors try to maximize utility in the repeated game by assuming to play
against an opponent who uses a t − 1 matching strategy with unknown response probabilities.3

As the precise strategy of the opponent is not revealed, maximizing utility will involve making an
assessment of the most likely values of p(Cj | Ci) and p(Cj | Di) for the strategy of the opponent.
In effect, this means that actors assume to be playing against a probabilistic automaton, which is
driven by two conditional probabilities. This leaves the actor with two tasks: first, to determine
the probabilities according to which the opponent is playing, and subsequently, to determine the
optimal response given these probabilities.

To assess the behavior of the opponent in terms of p(Cj | Ci) and p(Cj | Di), actors simply
use the frequency distribution of the opponent’s responses in the game so far. That is:

p(Cj | ai)t =
Cijt(a)
Tijt(a)

(2)

3 This approach is closely related to fictitious play (Fudenberg and Levine, 1998).
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in which Tijt(a) is the total number of times that i played action a (C or D) against j until
time t, and Cijt(a)a is the total number of times that j reacted with cooperation on action a by
i until time t.

The next task is to determine the optimal response when playing against an automaton with
two given response probabilities p(Cj | Ci) and p(Cj | Di). For w → ∞, which we’ll assume
throughout, it can be shown that to maximize utility, it is sufficient to consider only three different
courses of action, which we’ll call substrategies for convenience. An actor can cooperate in every
round (labeled as allc), defect in every round (labeled as alld), or alternate between cooperation
and defection (labeled as alt).

The actor’s behavior as described so far is equivalent to the strategy for the Repeated Pris-
oner’s Dilemma known as “downing”, which was one of the competitors in the famous computer
tournament conducted by Axelrod (1984), and which was originally proposed by Downing (1975).
From here on we will use the label “downing” to refer to the individual strategy used in this
paper.

2.3 Reputation

The reputation of actor j with actor i (that is, the information that i has about the behavior of
j in interactions not with i) consists of information of j’s responses against her neighbors. We
assume that information received by third parties has a smaller influence on i’s decision than her
own experience. For instance, i might have less confidence in third party information because it
is more likely to be distorted the farther it travels through the network. To model such effects,
we assume that the weight of the third-party information that i receives about j depends on the
network distance δ through which this information is transfered. If i and j are connected, then
the reputation of j with i consists of the expectations of j’s neighbors k about j weighted by the
network distance δik between i and every k. δik is defined as the shortest path through the network
between i and k (see Wasserman and Faust, 1994, 110). The information is weighted in the sense
that the information obtained from k is subject to network decay, and is considered less important
to i if the shortest distance from k to j is larger. These quantities, in combination with those
obtained from own experience, are used to compute the probabilities that downing uses to assess
the opponent’s future behavior. To include reputation we modify equation (2) in the following
way. Recall that Ni denotes the set of j’s neighbors. Then, the probability p(Cj | ai) that j will
cooperate at time t after i played action a is defined as

p(Cj | ai)t =

Cijt(a) +
∑

k∈Nj(gt)

ωδiktCkjt(a)

Tijt(a) +
∑

k∈Nj(gt)

ωδiktTkjt(a)
(3)

in which ω (0 ≤ ω ≤ 1) is the extent of network decay of information. Thus, if ω = 1
2 ,

information learned via reputation is discounted with a factor 1
2 with every step it travels through

the network. With ω = 0, reputation does not play any role; with ω = 1 information from any
source is given the same weight.

2.4 Network Decisions

When making linking decisions, actors only maintain (or create) a tie if the expected payoff from
the interaction exceeds the cost of maintaining the tie. The expected payoff is the payoff the actor
would obtain if he would interact with the potential partner under consideration. If the result of
this evaluation is nonnegative for both actors, the tie is created (or kept); if the result is negative
for one (or both) of the actors it is not created, or removed.

Because we want to keep the focus of the paper on reputation effects in dynamic networks,
we abstract here from strategic considerations concerning the transmission of information: we
just assume that information flows through the network, without modelling decisions of actors to
actually pass this information. Lippert and Spagnolo (2005) discuss this issue , but abstract from
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network formation. Similarly, we assume that actors do not purposively try to obtain strategic
information.4

We define the dynamic process as converged if two conditions are met. The first condition is
that there is no pair of actors willing to create a new tie, and no single actor willing to remove
one tie. This criterion conforms to the notion of pairwise stability (Jackson and Wolinsky, 1996).
The second condition is that the beliefs of actors are stable, in the sense that they converge.The
convergence of beliefs implies that substrategies are also stable.

3 Analysis of the Model

The main focus of the formal analysis is on stable states of the co-evolution process, that is,
converged states of the process. First, we briefly discuss the behavior of the downing strategy in
the two-person case, when two players using the downing strategy are interacting, without the
possibility to end the interaction. This will be helpful in the subsequent analysis for static and
dynamic networks. The main result on the two-player case can be summarized as follows:

Theorem 1. If two actors are both using the downing strategy in a two-person RPD, the only
stable substrategy-combinations are (allc,allc) and (alld,alld).

Due to space restrictions, we omit the proof here, given that this result is only instrumental to
the main results of the paper. Central to the argument is showing that no strategy combination
that includes alt can be stable.

3.1 Stable States in Static Networks

We now extend the analysis to the “networked” setting in which actors play with multiple partners,
but first only consider static networks (η = 0). The crucial difference between the network setting
and the two-player setting analyzed in the previous section is that actors can share information,
and reputations can arise. In the model, the extent to which reputation plays a role is determined
by the parameter ω. We shall first look at two extreme cases, namely ω = 0 (no diffusion of
reputations) and ω = 1 (perfect diffusion of reputations). Let σij denote the substrategy used by
i against a neighbor j; σij can be either allc, allD, or alt.

Theorem 2.
(i) If ω = 0 and η = 0, then ∀j ∈ N, ∀i ∈ Nj(g), σij = σji ∧ (σij = allc∨ σij = alld) in stable

networks.
(ii) If ω = 1 and η = 0, then ∀j ∈ g, ∀i, k ∈ Nj(g), σij = σkj in stable networks.

Proof. Case (i) of Theorem 2 is simply a reiteration of Theorem 1. In the absence of reputation
effects (ω = 0) the network setting is equivalent to the two-person setting. If ω = 1 (case (ii)),
then equation (3) reduces to

p(Cj | ai) =

C(a)ij +
∑

k∈Nj(g)

C(a)kj

T (a)ij +
∑

k∈Nj(g)

T (a)kj
(4)

(omitting the subscript t) such that p(Cj | ai) = p(Cj | ak) for all i, j, k who are directly or
indirectly connected. This implies if two actors are (directly or indirectly) connected, they are
acting on the same information. Because the choice of a substrategy depends exclusively on the
conditional probabilities of cooperation, it follows that all i and k will choose the same substrategy
against j. ut
4 We hope to relax this assumption in future developments of this model.
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Theorem 2 states that in the absence of reputation effects, interaction in static networks does
not differ from interaction in isolated dyads, and behavior converges to mutual allc or mutual
alld. If reputation effects are at work, however, behavior within dyads is no longer necessarily
symmetric because the observations on the behavior of a partner can be “compensated” by obser-
vations of his behavior in interactions with other actors. In the extreme case of perfect information
transmission (case (ii)), all partners of a given actor will choose the same strategy against this
actor, but this does not imply that all actors choose the same behavior against all their partners.
Examples can be constructed in which a group of actors cooperate with each other, but defect
against a single actor who in turn cooperates with all of them. In this case, the defections of these
actors are “offset” by the observation that they cooperate in all their other relations.

3.2 Stable States in Dynamic Networks

Lastly, we turn to the situation in which games are played in dynamic networks. The important
difference as compared to the static network case is that certain types of interactions will be
discontinued if the expected reward from the interaction is less than the cost of maintaining
the relation. We distinguish between two different scenarios with regard to the cost of network
formation: the case where T > R > α > P > S and the case where T > R > P > α > S, where α
is the “maintenance cost” of a tie. In the first case, only interactions in which cooperation takes
place are attractive. In the second case, also relations with mutual defection are attractive, but
actors will prefer isolation over exploitation (α > S). Let g∗ denote a component of network g,
that is: a subnetwork of g, consisting of a maximal subset of nodes and links such that all nodes
are directly or indirectly connected.

Theorem 3.
(i) If ω = 0 and R > α > P , then ∀i ∈ N, ∀j ∈ Ni(g), σij = allc in stable networks. Any

network configuration is possible.
(ii) If ω = 0 and P > α > S, then the network is complete and ∀i, j ∈ N, σij = σji ∧ (σij =

allc ∨ σij = alld) in stable networks.
(iii) If ω = 1 and R > α > P , then the network may consist of one or more complete components

g∗, while actors may also be isolated. ∀g∗ ⊂ g, (∀i ∈ N(g∗), ∀j, k ∈ Ni(g∗), σji = σki)∧¬(∀i ∈
N(g∗), ∀j ∈ Ni(g∗), σij = alld).

(iv) If ω = 1 and P > α > S all links are present in the network and ∀i ∈ N, ∀j, k ∈ Ni(g)σji =
σki.

Proof. Case (i) is a reiteration of case (i) of Theorem 2, with the addition that interactions in
which both actors use alld are no longer stable as α > P (note that the expected payoff per
round in that case converges to P ). Case (ii) differs from case (i) in that interactions in which
both actors use alld are also stable, as the expected payoff in these interactions converges to P
and P > α. Moreover, since P is the minimal expected payoff, all links are created. Case (iii)
partly relies on the same argumentation as case (ii) of Theorem 2: all actors who are directly
or indirectly connected will base their choices against a given actor i on the same information.
Therefore, within a component g∗, all links must be present, because if it is profitable for any
actor i to connect to j, it must be profitable to connect to j for all actors who are directly or
indirectly connected to i. For the same reason, all neighbors of j use the same substrategy against
j. It is not possible that σij = σji = alld for all i, j ∈ g∗. In that case, p(Cj |Di) would go to zero
for all i, j ∈ g∗ and the expected payoff of all interactions would go to P , which is lower than α.
However, it is possible to construct examples such that some of the actors in a component play
alld and others is play allc. Case (iv) differs from case (iii) in that because α < P and P is the
lowest possible payoff, all links must be created such that any stable network must be complete.
This implies that the situation in which σij = σji = alld for all i, j ∈ g is also stable. ut

Theorem 3 states that if the cost of tie maintenance is low enough (cases (ii) and (iv)), the
complete network will form. If the cost of tie maintenance is high, either any network configura-
tion is possible (case (i)), or the network will consist of fully connected components (case (iii)).
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Perfect transfer of information (cases (iv) and (iii)) has the effect that components must be fully
connected. Next, let us compare the situation without reputation (ω = 0) with the situation with
full reputation (ω = 1). When costs are low (cases (ii) and (iv)), the complete network will form
and there are no clear effects of reputation. When costs are high however (cases (i) and (iii)), we
see that the presence of reputation effects clearly has an effect on the possible stable distribution
of behavior. Without reputation (case (i)), only mutually cooperative ties are stable. With repu-
tation (case(iii)), constellations in which some actors defect are also stable, as long as it is not the
case that all actors in a component play alld against all their neighbors. Thus, we see that, with
high cost of relations, reputation opens the door for defection. However, this does not necessarily
mean that reputation always leads to lower overall cooperation. While case (i) states that only
cooperative interactions are stable, the emerging network of interactions may be very sparse or
even empty, yielding a very low level of cooperation. The question whether processes with and
without reputation effects lead to different levels of overall cooperation will be addressed in the
computer simulations in the next section.

The theorems characterize stable networks for the extreme cases in which ω = 0 or ω = 1,
but not for intermediate values of ω. In many cases the characterizations are rather general, and
allow for many constellations of network and behavior to be stable. Moreover, the theorems do
not provide any insight into which of the possible stable states are more or less likely, given some
present state of the process. That is, the analyses say nothing about the dynamic process which
brings about stable states. In the following sections, we conduct computer simulations to address
these issues.

4 Setup of the Simulation

We run computer simulations of the model to study effects of intermediate values of ω, and to
study the effects of initial conditions in the dynamic process. We vary ω, η, α, the initial network
structure, and the initial tendency for cooperation (λ). For the payoffs of the game we choose
T = 5, R = 3, P = 1 and S = 0. We vary the extent to which reputation travels through the
network, ω, between 0 and 1. We vary the speed of network formation η to be zero (η = 0; the
network is static), relatively slow (η = 30, the number of actors), or relatively fast (η = 435, the
number of dyads). η = 0 refers to the situation in which networks are static. Linear cost of ties
α are chosen such that S < α < P , P < α < T+S

2 , or T+S
2 < α < R. These values are chosen

such that, in the first case, the cost of tie maintenance allows for relations with mutual defection,
mutual alternation and mutual cooperation, in the second case for only mutual alternation and
mutual cooperation, and in the third case only for mutual cooperation.

The initial conditions of the simulation consist of the initial beliefs of the actors and the initial
network structure. Parameter λ governs the initial distribution of beliefs, in such a way that the
higher λ, the larger p(Cj | Ci)t0 relative to p(Cj | Di)t0 , and the higher the overall tendency for
cooperation. As a larger λ leads to an —on average— higher expectation that opponents will be
reactive, λ might also informally be interpreted as “optimism”.

For the initial network structure, we draw from a set of artificially generated network structures.
To construct these networks, we use various well-known network models, including the Erdős-Renyi
random graph model, the small-world model of Watts and Strogatz (1998) and the preferential
attachment model of Barabási and Albert (1999). These models have been shown to reproduce
some key characteristics of empirical networks, and the resulting networks therefore provide a
reasonably plausible set of initial networks for the simulation.5 We vary the parameters of the
respective generating algorithms in such a way to obtain a reasonable variance in network density
and network centralization. Table 1 summarizes the initial conditions used in the simulation.

Two types of outcomes are of interest for our inquiry: those related to cooperation and those
related to the emerging network. To express the amount of cooperation in the process, we define
5 The results do not differ between different network generating algorithms, which we take as an indication

that the precise method used does not matter much, and that studying additional methods is not likely
to yield new insights.
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two different measures. The first is the proportion of cooperation in interactions, that is, among
connected actors. This measure is conditional on the emerging network: if the network is very
sparse, the level of cooperation within this network can still be high even though very few actors are
actually cooperating. For an empty network, this measure is not defined. Second, we study the total
proportion of cooperation, that is, the proportion of cooperative choices of all possible interactions.
The measure is 1 if all actors are connected and cooperate in all interactions, and is 0 if there is
no cooperation in any interaction, or if there are no interactions at all (the network is empty).
This measure is less comparable across different network structures because its maximal value is
restricted by network density, but gives a better indication of overall welfare. We use the proportion
of cooperation per interaction (or cooperation per tie) to study emerging cooperation in static
networks. For dynamic networks, total cooperation is a more suitable measure than cooperation per
interaction because the number of interactions is itself an outcome of the process. Although these
two measures may look very different at first sight, note that when one is applied to static networks
and the other to dynamic networks, they both measure the proportion of maximally attainable
cooperation. Thus, we believe it is justified to use these two measures to compare cooperation
between static and dynamic networks.

As a convergence criterion for the simulation, we require that the largest change in the beliefs
of all actors is smaller than 5%.

Table 1: Initial conditions in the simulation

Mean SD Min Max

Density 0.50 0.31 0.00 1.00
Centralization 0.06 0.08 0.00 0.33
λ 2.50 1.12 1.00 4.00

5 Simulation results

The results reported here come from on a total of 7200 simulation runs. In the runs with a static
network (η = 0), the process always converged within 1000 rounds. Of the runs on a dynamic
network (η > 0), 99.8% within 1000 rounds. In the results that follow, we include only runs that
converged within 1000 rounds.

5.1 Results on static networks

We here only sketch the results on static networks.6 We find that cooperation depends heavily
on λ. This result indicates that the initial conditions of the process have a strong impact on the
outcomes. We also see effects of reputation diffusion on the outcomes. While the outcomes lie
close together when reputation effects are absent (ω = 0), the variance in cooperation tends to
increase with ω. This implies that the presence of reputation effects allows for more extreme levels
of cooperation, both high and low. The exception to this trend is the case where we λ = 4, which is
the most favorable condition for cooperation. Here, strong reputation effects decrease the variance
in cooperation outcomes, especially in dense networks. If the density is smaller than .75, a small
reputation effect (ω = .25) allows for lower levels of cooperation.

5.2 Results on dynamic networks

Table 2 shows average cooperation levels and network density for different combinations of values
of α (cost of ties) and ω (reputation). For α = 0.9, all stable networks are complete because the
6 More detailed results are available from the first author.
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cost of maintaining a tie is lower than P , the minimally expected payoff (cf. Theorem 3, cases (ii)
and (iv)). Net effects of reputation on cooperation are marginal with this cost level.

If α = 1.9, the cost of maintaining a tie is higher than P , which makes mutually defective
relations unstable in the absence of reputation effects. Indeed, cooperation per interaction is almost
100% if ω = 0.7 Cooperation per dyad, however, is comparable to the lower cost regime. When
ω > 0, the density of stable networks increases, while the level of cooperation per interaction
remains more or less constant. That is: there are more interactions, but these are not cooperative
interactions. Thus, in line with the analytical results (Theorem 3), when reputations are allowed
to spread through the network, this allows for defection to survive even if the cost of maintaining a
relation are higher than the expected payoff from a mutually defective relation. As a consequence,
the level of cooperation over all dyads decreases if ω > 0. These patterns are, however, not linear
in ω: density jumps when ω increases from 0 to .25, but then decreases. Similarly, the drop in
cooperation per dyad is largest between ω = 0 and ω = .25, and much smaller between higher
levels of ω. When the cost of a tie is only slightly lower than the expected payoff from a mutually
cooperative relation (α = 2.9), we see that without reputation effects (ω = 0), cooperation in
interaction is maximal, but density is much lower than with lower cost. When ω > 0, we again
see that cooperation per interaction decreases. At the same time, density decreases with ω, until
almost 0 when ω = 1. In this case, cooperation per interaction is still high, but there are very few
interactions, such that the network is extremely sparse.

Given the strong effects of the initial tendency for cooperation that we found for static networks,
we should also compare the outcomes for different values of λ. Figure 2 shows average cooperation
per dyad as depending on the strength of the reputation mechanism (ω), for different values of α
and λ. As compared to the case of static networks, we generally find a somewhat stronger effect of
ω. The direction of this effect depends heavily on α and λ. For the two lower values of α the, the
effect of ω is negative for lower values of λ and positive for higher values of λ. Thus, on average,
the spread of reputation “catalyzes” the tendency the process already had at its start. This does
not mean, however, that a strong reputation effect leads to high cooperation with a high λ and
low cooperation with low λ. As in static networks, the range of stable outcomes also increases with
ω. For α = 2.9, the result is different in a number of respects. First, we see that the effect of ω on
cooperation is nearly always negative (or zero). This is even the case for the highest value of λ,
which with lower costs mostly leads to full cooperation. Second, we see an interesting divergence
of outcomes when λ = 4 and ω = .25. Here, a number of simulation runs converged on an average
lower level of cooperation as compared to the situation where ω = 0, while another group of runs
converged on significantly higher levels of cooperation. Closer analyses of these latter cases reveal
that they are characterized by a relatively lower network density as an initial condition. Among all
the runs with λ = 4, α = 2.9, and ω = .25, the correlation between initial density and cooperation
is .59. An explanation of these results might be that if the network is initially sparse, limited
diffusion of reputation helps to form a network of cooperative relations. If the network is dense
from the start, in contrast, the diffusion of reputation mostly serves to “spread bad news”, which
prevents the further buildup of a cooperative network.

Lastly, we study the effects of the initial density of the network in dynamic networks. Figure 3
presents scatterplots of average cooperation per dyad per ω, λ and α as in Fig. 2, separately for
different initial network densities. To reduce the number of graphs we take density rounded on
multiples of 0.25, and show only values of λ for which we find interesting differences. The figure
shows an interesting interaction effect between initial density and ω. For lower values of α, the
effect of ω is clearly stronger for lower initial density. Moreover, we see that the variance of stable
states increases more strongly with ω, especially for λ = 3. This means that when the initial density
is higher, higher levels of cooperation can be reached with lower levels of ω. For the highest value
of α <, the effects are less clear. For λ = 3, the effect of omega becomes stronger for higher density,
while for λ = 4, there is no clear interaction effect. We can however identify the “special cases”
mentioned in the previous section, where an exceptionally high level of cooperation is reached for

7 The proportion of cooperation is not perfectly 1, because in the simulation, convergence may be imper-
fect .
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Table 2: Average density and cooperation in stable networks by α and ω

ω
α 0 .25 .5 .75 1

0.9 Coop. per interaction 0.45 0.48 0.47 0.46 0.45
Coop. per dyad 0.45 0.48 0.47 0.46 0.45
Density 1.00 1.00 1.00 1.00 1.00

1.9 Coop. per interaction 0.92 0.64 0.59 0.59 0.53
Coop. per dyad 0.43 0.46 0.42 0.43 0.43
Density 0.44 0.68 0.63 0.61 0.62

2.9 Coop. per interaction 1.00 0.99 0.97 0.95 0.89
Coop. per dyad 0.18 0.11 0.10 0.04 0.02
Density 0.18 0.11 0.10 0.04 0.02

ω = 1
4 . The implication of these results is that the combination of an initially high density and

the presence of reputation effects is not the best recipe for cooperation if the network is dynamic.
On the contrary: if there is a positive effect of reputation, this effect is most pronounced when the
initial density is low.

6 Conclusions and Discussion

The overall results can be summarized as follows. First, we find that if networks are exogenously
determined, the range of possible stable states increases with the extent of reputation diffusion
and the density of the network. States with higher overall cooperation levels emerge as compared
to situations with less reputation diffusion, but also states with lower cooperation rates. Thus, we
do not find that reputation effects through networks always lead to more cooperation, as is most
commonly assumed in the sociological literature. Rather, we find that relatively higher cooperation
is a possible consequence of reputation effects, but so is lower cooperation. These findings are in line
with by Burt and Knez (1995) who argue that reputation effects generally lead to more extreme
outcomes. However, while Burt and Knez (1995) rely on psychological mechanisms to explain this
phenomenon, we show that it can also emerge from a simple learning model.

Second, we find that if the network is dynamic, the spread of reputation on average tends
to “catalyze” the initial tendency of the process towards higher or lower levels of cooperation.
Moreover, we find strong interaction effects of the cost of maintaining ties and reputation effects in
dynamic networks. When the cost of a tie becomes very high, maintaining a network of cooperative
relations becomes difficult, and the addition of reputation makes this still worse, leading to empty
networks in many cases.

Third, we find no indications that, in a context in which the network structure is endogenous,
high cooperation levels are likely to be the result of reputation effects in an initially dense network.
Instead, we find that, in dynamic networks, the effect of the spread of reputations tends to be
stronger if the network is less dense. That is: the diffusion of reputation is most likely to lead
to high cooperation rates if initial beliefs are “optimistic” (λ is high) and the network is sparse.
As a result of high cooperation, a dense network emerges. An interpretation of this effect could
be that if the network is initially sparse, actors have the opportunity to initiate interactions only
with those partners whom they expect to act cooperatively. The diffusion of reputation then helps
in the further buildup of this “cooperative network.” If, in contrast, the network is dense from
the beginning, there will also be some relations in which actors are dot not behave cooperatively.
In this case, the diffusion of reputation only helps to spread to “bad news”, which hinders the
development of cooperation.

While we believe that our analysis adds new insights to the study of cooperation in networks,
the model also has some limitations. First, we modeled reputation only as learning, and did
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Fig. 2: Average cooperation per dyad by ω in dynamic networks, with median splines added:
graphs by λ (rows) and α (columns)

not take into account that actors may care about their future reputation. Adding such “control”
mechanisms to the model however would not only make the model much more complex to analyze,
but would also put considerably higher demands on actors’ rationality.

Second, we did not model actors’ expectations on the linking behavior of their interaction
partners. In effect, actors in our model assume that their opponents will never unilaterally end
the interaction. We did so because we wanted to focus strictly on reputation effects for this paper,
but the model could be extended in this direction by including expectations about the opponent’s
linking behavior as conditional probabilities assigned to the beliefs of the actor.

Third, we did not consider information diffusion as a strategic choice. For simplicity, we assumed
that the transfer of information is automatic, and actors do not make an explicit decision about
whether or not to pass along specific information. For many empirical applications, this assumption
is unrealistic: as we can learn from studying gossip (Gambetta, 1994; Burt, 2001) people often have
reasons to think strategically about what to tell to whom.

Fourth, the learning model applied here is rather simple: actors have very simplified expecta-
tions about their opponent’s behavior, and update those beliefs using very basic methods. More
complex learning models are conceivable, in which actors, for example, assume that their partners’
behavior is conditional on a longer history than only the previous round, or take the reliability of
their estimations into account.

Finally, it would be interesting to look at stochastic stability of the process. At present, our
model is basically deterministic; the only stochastic element is the order in which actors update
their behavior. A stochastic approach might help to reduce variability of predicted stable states (cf.
Jackson and Watts, 2002b), and substantively, give insights in how reputation affects cooperation
and network formation in a volatile environment. A first intuition is that the introduction of
noise would make cooperation even more fragile, but that the spread of reputations could help to
“protect” group cohesion and cooperation from small mistakes, as they are compensated by the
good reputation of an actor.

Broadly speaking, we see two ways to develop the model further. The first is to address some of
the theoretical issues mentioned above as extensions of the model. Another question is, of course,
the empirical validity of the model. Eventually, we aim to explain and predict real empirical
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Fig. 3: Effects of reputation on cooperation by initial density, λ and α

processes of cooperation and network formation with our model. At present, however, with so many
theoretical issues still unresolved, testing predictions from the model directly with real-world data
is likely to run into problems. For instance, if discrepancies between predictions and the data are
found, it will be difficult to determine whether the discrepancy is caused by the overly simplified
assumptions about actors’ decision making, or by the misspecification of the underlying game.
Probably, a more fruitful approach to test the model empirically would be to conduct controlled
experiments. Using the methods developed in experimental economics and social psychology, one
can study human behavior in complex strategic interactions “at close range”, while controlling
properties of the larger environment. Such an approach would be most useful to assess the extent
to which the model’s assumptions about actors’ decision making are sufficient or are in need of
modification.
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Abstract. One of the most popular eCommerce websites, Ebay, has
changed its reputation model several times during the last months. Each
change in the calculation of the reputation score a�ects the mean number
of transactions the buyer is willing to participate in and the mean payo�
for each buyer. While Ebay has never considered unrated transaction
for its score, the meaning of neutral evaluations has changed throughout
Ebay's lifetime. This paper analyzes the e�ects of di�erent varieties of
their reputation computation. A comparison shows that current model's
aim is not to achieve high buyers' payo�s but to get a high number of
transactions instead. In fact the current formula has a counter productive
e�ect on the buyers payo�s. The analysis includes recommendations how
to change the reputation system to avoid unwanted e�ects and repair the
current weaknesses of the model.

1 Introduction

Since its start in 1997, the online auction website Ebay has used a reputation
system to aid sellers as well as buyers to evaluate their potential transaction
partners. However, the original system has been revised several times to address
weaknesses in the model whenever they became apparent. The repair mechanism
has frequently targeted the formula to calculate the so called reputation score of
the transaction partner. Di�erent incarnations of the formula each have di�erent
e�ects on the model's ability to make predictions on the honesty of the sellers
in particular (because of the protocol that is commonly used on Ebay, a buyer
has no opportunity to cheat on a seller).

This paper aims to analyze Ebay's current reputation model in terms of the
e�ects it has on the number of transactions throughout the website. The second
aim is to qualify the e�ects of the model on the buyers' payo�s. Buyers, of
course, want to maximize their payo� using the site. If they continually end up
with negative payo�s, their incentive to use the auction site decreases. Thus,
for Ebay to remain a player in the market, it is essential to come up with a
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reputation system that not only maximizes the number of transactions but the
buyer's payo�s as well. We argue that the current reputation system does not
achieve this two fold objective.

The structure of the paper is as follows: Section 2 explains the setting that
Ebay uses from a game theoretic perspective as well as the reputation system
in its current and former forms. The consequences of this setting are the focus
of Sect. 3, which formulates two consequences and derives them theoretically.
The paper concludes (Sect. 4) with recommendations on how to improve the
reputation model to address the current weaknesses. Furthermore, avenues for
future research are shown.

2 Environment

The environment of our analysis is the auction site Ebay1. Using this web site,
customers are able to buy and sell items using a modi�ed English Auction pro-
tocol. A seller sets up an auction by entering the speci�c characteristics of the
item he wants to sell. The Ebay website assists the seller by providing a category
system that the seller can use. Furthermore, the seller speci�es a minimum bid
that is necessary for the good to be sold as well as an end date for the auction.

A potential buyer can browse through the di�erent items on the Ebay website
or he can search for a speci�c item on the site. For each running auction, the
buyer can set a maximum bid that he wants to place. A software agent supports
the buyer by incrementing the actual bid by a minimal value until it is the
only one bidder left (and thus the currently highest bidding agent) or until its
maximum bid has been reached. The auction ends as soon as the end date has
passed. The highest bidder at that time is awarded the item for his highest bid.
As the software agents increase the bid only by a minimum value at each step,
the auction protocol avoids the �winner's curse� [1] and approximates a �second
price, sealed bid� auction [2].

To analyze Ebay's reputation system, the next section provides the founda-
tions by describing a transaction on Ebay from a game theoretic perspective.
This perspective includes the payo�s for both buyer and seller on Ebay. After
the game's description, Sect. 2.2 describes the reputation model the Ebay uses.

2.1 The Ebay Trust Game

There are several research papers available [3�5] that analyze di�erent aspects
of various phases in the transaction phase model for transactions on eCommerce
websites. From the perspective of game theory, the negotiation phase is the most
interesting. Ockenfels has analyzed the reputation mechanism of the website
�half.com�2 and provides a description of the �Half.com trust game� [3]. The
Ebay trust game shown in Fig. 1 is an adapted version of the Half.com trust
game.

1 www.ebay.com
2 www.half.com
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Seller

Buyer

honest (r) dishonest (1-r)

accept reject accept reject

p, vB–p vS,  0 vS+p, –p vS ,  0

Fig. 1. The Ebay trust game (adapted from [3]): The dashed line indicates uncertainty
about the buyer's position

After a buyer has won an auction, the commonly agreed upon protocol con-
sists of four steps: Directly after the end of the auction, the buyer usually has to
pay for the item. After the seller has received the payment, he ships the item.
Once the item has been received by the buyer, the buyer has the option to eval-

uate the seller using Ebay's reputation system. Because of this model, only the
seller may betray the buyer. If the seller receives the payment, he may opt not
to ship the item. Thus, the seller can choose if he is honest, while the buyer
has no accurate information about the particular seller. Figure 1 depicts this
uncertainty with a dashed line. However, the buyer can use the reputation score
(r = [0, 1]) to make an educated guess about the seller's trustworthiness.

In the game, �rstly the seller chooses if he acts honestly. Secondly, the buyer
has to choose, if he accepts the o�er (by bidding in the auction) or if he rejects it
by not participating in the auction. However, the buyer remains uncertain about
the seller's decision (he does not know which node he is in). The payo�s for the
di�erent results are as follows:

Honest seller, buyer accepts: The seller parts with the item and receives
the payment. His payo� is the price p. The buyer has to pay the price for
the item and receives the item. His payo� is the price subtracted from his
reservation price vB of the object (manifest in his maximum bid) vB − p.

Dishonest seller, buyer accepts: A betraying seller will keep the object after
having received the payment. Thus his payo� is vS + p. The buyer pays the
price but does not receive anything in return. His payo� is −p.

Seller, buyer rejects: Since the buyer rejects the o�er, no transaction takes
place. The seller keeps the item valued with his reservation price vS , the
buyer does not receive any payo�. The seller's decision whether to act hon-
estly does not make a di�erence in this case.

Minor Change Is Not Enough: Analysis of Ebay’s Reputation Model by C. Niemann, S. König, and T. Eymann

Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09 37



The single information that is available concerning the seller's reputation is
the reputation score. A buyer on Ebay can interpret the seller's reputation score
as conditional probability of shipment. Thus, a seller with a high reputation
score probably ships the item, while a seller with a score close to zero probably
does not. If the reputation score is considered as a probability of shipment, the
expected payo� for a buyer is calculated as

EP (r, p) = r(vB − p) + (1− r)(−p) . (1)

After simpli�cation this yields

EP (r, p) = rvB − p . (2)

A buyer who behaves rationally wants to maximize his expected payo�. If
a buyer has a reservation price set for an item, the only way to achieve a high
expected payo� is to choose sellers with a high reputation. Such sellers are likely
to ship an item, which is the only outcome that can possibly lead to positive
payo� for the buyer. A buyer who uses this strategy de�nes a suitable reputation
threshold. The only sellers he trades with are the ones that have a reputation
score equal or above the reputation threshold.

Another possible strategy of the buyer is to adapt his maximum bid depend-
ing on the seller's reputation: If the seller has a high reputation, the buyer is
willing to place a bid that is close or equal to his reservation price vB . If the
seller's reputation is low, the buyer is willing to bid up to an amount vB − ε
with a value for ε that depends on the seller's reputation. Figure 2 depicts the
two strategies as maximum bid functions dependent on the seller's reputation.

p

r1rminr*min

1

2

vB

vB*

Fig. 2. The two strategies of the buyers: (1) is the threshold strategy, (2) depicts
decreasing reservation prices with decreasing reputations. The shaded areas show all
acceptable combinations of a seller's reputation and a buyer's price

Since both strategies are rational, the only assumption on the functions is
that they are monotonically increasing. Strategy 1 is extremely focused on the
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reputation value and excludes all sellers with a reputation value even minimally
below this threshold. Strategy 2, on the other hand, provides a bit more �exibil-
ity: in addition to all sellers of strategy 1, it also considers sellers with a lower
reputation level, but with a decreasing reservation price (deduction of risk). For
the following analysis, the actual slope of the function is irrelevant as long as it
remains monotonically increasing.

The next section describes Ebay's reputation model that forms the basis to
evaluate a seller according to the history of his transactions.

2.2 Reputation Model

This subsection will consider the Ebay reputation model. Each seller and each
buyer have to register on Ebay's website before selling or buying products. With
the registration a new reputation account will be initialized. After buying a
product from another Ebay participant, the buyer can evaluate the seller with
a positive, neutral or negative evaluation. Each evaluation can be commented
on by the evaluator. Evaluators sending negative ratings have to comment their
rating anyway. In our further analysis of Ebay's feedback model, the comments
are not considered anymore. After and only after the buyer has rated the seller,
the seller is allowed to rate the buyer and his behavior during the transaction
phases.

For the buyer's decision to participate in an auction, the feedback score of
the seller seems to be the most important information source. The feedback
score is computed by adding one point for a positive rating and subtracting
one point for a negative rating. Neutral evaluations are ignored. For us, not the
overall feedback score is of interest but instead, we will focus on the ratio of
positive feedback. Especially the formula of this ratio is an important item that
has been changed several times during the last months. The original reputation
calculation was de�ned by

ro =
positive

positive + negative
. (3)

After changing the system in spring 2008, neutral evaluations are not been
ignored any more, such that the new calculation is de�ned by

re =
positive

positive + neutral + negative
. (4)

Neutral evaluations are now considered like negative ones in the formula.
This change of the reputation calculation is based on the cognition that neutral
evaluations are often given together with bad comments. [6]

The assumption that we follow in this paper is that even after this change
the reputation does not represent the real behavior of the participant. Empirical
studies [7, 8] show that many of the transactions remain unrated. In fact only
about half of the transactions receive feedback. If they do, the overwhelming
feedback is a positive score. So, we assume that unrated transactions are not
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explicitly positive but have to be included in the computation. Buyers who have
negative feelings about a particular transaction avoid to rate the seller, because
they are afraid of a bad counter evaluation. This problem is often denoted as �Tit-
for-Tat� artifact (see e. g. [9, 10]), or the crucial role of reciprocity [11]. If a buyer
gives a bad evaluation in the central reputation system, he has to count on an
equally bad counter evaluation, even if he has not made any mistake during the
process. This fear of retaliation causes buyers to delay their negative feedback or
refrain from providing it at all [12]. On the other hand, positive evaluations are
provided very early, because buyers anticipate a reciprocated good evaluation.
Although buyers cannot utilize a good reputation rating as such, they do have
an incentive to collect good evaluations because Ebay uses the same evaluation
rating regardless of the role (buyer or seller) that a participant is adopting.

The high dependency of the two (formerly independent) evaluations caused
the Ebay management to change their system in a way such that only good eval-
uations can be answered by a seller's rating. The �tit-for-tat� problem, however,
remains. The change just reduced the e�ects: Buyer's still hope for reciprocating
good evaluations, only the seller's opportunity to retaliate negative evaluations
is excluded from the set of possibilities.

This leads to our �rst hypothesis:

Hypothesis 1. Ebay's reputation score re does not re�ect the real behavior of

the participant. Since unrated transactions are biased towards potential negative

evaluations, they need to be considered in the reputation score.

Three observations support the hypothesis. They are

1. the large number of unrated transactions,
2. the high number of positive evaluations contrasted with almost no neutral

or bad evaluations, and
3. the problem of reciprocity.

To formalize the hypothesis we have to consider the combinations of four
sets of reputational roles, the set of Bene�ciaries (B), Memetic Agents (M),
Evaluators (E) and last but not least Target Agents (T). In their work [11], the
agent roles are de�ned as follows:

Set M is a group of agents that sends information to other agents. They act in
a memetic way.

Set E are all agents which evaluate a certain target T.
Set T on the other side are the agents that are evaluated by E.
Set B is de�ned as a group of bene�ciaries that bene�t from evaluations per-

formed by the evaluators (set E) about the target (set T) that can spread
through the memetic agents (set M). The bene�ciaries bene�t from eval-
uations as they receive information about the degree to which the target
conforms with the social norm. [11, p. 74 et seqq.]

The same authors are formulating hypotheses from the overlapping of these
roles [11, p. 115 et seqq.]. The Ebay reputation mechanism does not di�erentiate
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between the roles. The sellers can rate the buyers and vice versa. Additionally
all participants can ful�l both roles, they can sell and buy products with the
same identity, with the single exception of newcomers, who belong to set B only,
because they have not engaged in any transactions yet. Practically all agents are
playing all roles at the same time. In this case Conte and Paolucci state that this
situation would be characterized by underrating and more positive evaluations.
The �rst issue means that not all interactions are rated, the latter one that
mostly the bad interactions remain unrated. This would lead to many positive
feedbacks but missing negative ones. These hypotheses, derived from theoretical
approaches, seem to provide exactly what we assume.

Although the reciprocating evaluations have not been studied empirically
on the Ebay website itself, several authors assume their existence. For a broad
overview on empirical studies we refer to [13]. In particular, Dellarocas et al.
[14] analyze the Ebay setting as being prone the problem of overestimation of
reputation. Masclet and Pénard [15] conducted an experiment that shows reci-
procity: In the experiment, a setting that mirrored Ebay's reputation system
resulted in a signi�cantly lower ratio of negative to positive ratings than a set-
ting that concealed the ratings until both parties had evaluated each other. The
second setting avoids the opportunity to reciprocate a rating, which supports
the hypothesis.

Assuming that hypothesis 1 holds, we propose a re�ned reputation calculation
that provides a better predictor for the agents' behavior:

rr =
positive

positive + neutral + negative + unrated
. (5)

As a result, unrated transactions are treated in the same way as neutral and
negative evaluations. Because the number of each evaluation type is greater or
equal to zero, the following equation holds

ro ≥ re ≥ rr (6)

for values of x ≥ 0 for all components (x ∈ {positive, neutral, negative, unrated})
of the reputation values. This di�erence between the sellers' behavior (approx-
imated by rr) and their reputation (described by re) has severe consequences
that are the focus of the next section.

3 Consequences

Based on the current reputation model, two hypotheses arise:

Hypothesis 2. The advertised reputation re on the seller's reputation informa-

tion page leads to a higher number of transactions than the reputation rr that

includes unrated transactions.

Hypothesis 3. The advertised reputation decreases the mean payo� for a buyer.
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The two hypotheses have an opposed e�ect on the expected payo� for a buyer
that participates in a number of transactions. If hypothesis 2 holds, the expected
payo� possibly increases, because the buyer participates in more transactions.
If hypothesis 3 holds, the expected payo� potentially decreases. The following
sections analyze the e�ects of both hypotheses.

Of course, the reputation value is not the only factor that in�uences a buyer's
willingness to participate in an auction. Another one is the online presentation
of an auction: A professional looking presentation can increase the average price
by as much as 17.61% [16]. However, this paper focuses on the e�ects of the
reputation system and excludes other in�uences.

3.1 H2: Ebay's Reputation Model Increases the Number of

Transactions

In a setting with a number of sellers and a single buyer with either strategy
this means that the number of possible transaction partners can only increase:
If for either seller the assumption rr = re holds, a seller is considered based
on the real reputation. If rr < re holds, buyers consider sellers on the basis of
re which increases the seller's chance for a transaction. Whether the number
of transactions increases with a the advertised reputation re in contrast to rr

depends on the strategy that a buyer uses. The following paragraphs analyze
the two strategies in terms of their e�ect on the number of transactions.

Threshold Strategy. In case of strategy one (threshold strategy), a seller, who
would be excluded based on his real reputation rr, could be considered based on
the advertised reputation re. Three cases for the relation of the threshold t and
the reputation values re and rr are possible.

t < rr < re: If the threshold is below both reputation values, the seller is con-
sidered a potential seller based on rr already. The advertised reputation re

does not change that.

rr < t < re: If the threshold is placed between the two reputation values, the
seller would not have been considered based on rr. However, he advertises
re that is greater than t. Thus, the buyer does not exclude the seller based
on his reputation; the number of transactions potentially increases.

rr < re < t: If the threshold is greater than both rr and re, the seller is neither
considered based on rr nor based on re.

Therefore, if the advertised reputation is increased in relation to the real
reputation, the number of total transactions can only increase. A seller whose
advertised reputation jumps to a value above the threshold equals an additional
transaction. As there is no possibility to reduce the advertised reputation, the
number of total transactions cannot decrease.
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Decreasing Reservation Prices. A buyer that uses strategy two (decreasing
maximum bid with decreasing reputation), participates in the same number of
transactions regardless of the advertised or real reputation of the seller. However,
as he modi�es the maximum bid according to the seller's reputation, a higher
advertised reputation re leads to higher bids than the buyer would have set with
a seller revealing rr. As a consequence, the expected payo� decreases, because
the value of p in (2) is closer to the buyer's true reservation price vB .

Ebay collects a transaction fee for each successful transaction that is usu-
ally paid by the seller. This transaction fee provides an incentive for Ebay to
maximize the number of transactions because Ebay's pro�t increases with the
number of successful auctions. This incentive is not necessarily compatible with
the goals of buyers on Ebay who want to maximize their payo�s.

3.2 H3: Ebay's Reputation Model Decreases the Buyer's Payo�

After showing that a reputation model like the current one at the Ebay website
increases the number of transactions, this subsection will show that the Ebay
model decreases also the buyer's payo�. Like denoted in (2), the expected payo�
of a buyer is rvB − p. The assumption of rationally acting buyers implies that
a buyer will participate in an auction if and only if the expected outcome is
positive. Thus, he wants to maximize the payo� under the condition

EP (r, p) = rvB − p ≥ 0 . (7)

The result of the maximization of the expected payo� depends on an assump-
tion on the type of market that Ebay represents. If one assumes Ebay to be a
perfect market the results di�er from the assumption of Ebay being an imperfect
market. The following paragraphs analyze the outcome for the two market types.

Ebay is a Perfect Market. In a perfect market the reservation price vB of
the buyers will tend to converge on the market price of the item. Brynjolfsson et
al. for example conclude [17], based on empirical �ndings, that online auctions
nearly ful�ll the conditions of a perfect market. Thus, in a perfect market, one
can assume p = vB . Simplifying (7) under this assumption leads to

r ≥ 1 . (8)

As r is always in between 0 and 1, this means that rational buyers are only
willing to buy products if they can be absolutely sure that the seller will deliver
the product, i. e. the reputation value equals 1. If the reputation is less than 1,
the expected payo� for the buyer is negative. Hence, buyers on an (assumed)
perfect market can avoid negative payo�s by participating in auctions only if a
seller above suspicion of betraying.
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Ebay is an Imperfect Market. If Ebay does not represent a perfect market,
the buyer's reservation price is greater than the market price: vB > p. That
means the buyer does not need to bid the exact market price; products are sold
below it. Like in the perfect market case, the expected payo� for a buyer must
be positive to have a rational buyer remain in the market. Starting from (7)
again, simpli�cation leads to

r ≥ p

vB
(9)

for 0 ≤ r ≤ 1 and vB , p ≥ 0. With vB > p, the buyer's reputation threshold is
less than 1. If a buyer adjusts the maximum bid to account for the reputation
of a seller, he can use the advertised reputation re only. Since a buyer does not
want to fall for the winner's curse, the maximum bid he can use is revB (his
reservation price discounted with the seller's reputation). The rational buyer
would set the maximum bid such that the expected payo� remains zero. However,
as rr ≤ re (the real reputation is less or equal to the advertised reputation),
the modi�cation of the maximum bid proves to be too small in the worst case
(rr < re): The buyer should have discounted for the real reputation rr but has
used re instead. Such a setting leads to a negative payo� for the buyer. In the
best case (rr = re) the payo� remains at zero, because the discount rate is just
at the right value. However, with the large number of unrated transactions found
in reality (and the corresponding di�erence in rr and re), the chances to keep a
payo� of zero diminish.

To conclude, if Ebay is assumed to be a perfect market, buyers can reach a
payo� of zero at best. If Ebay is seen as an imperfect market, the buyer's payo�
will be negative in the majority of cases. The extent of the negative payo�
depends on the di�erence in the reputation values rr and re.

4 Conclusion and Future Work

In conclusion, we found out that the current Ebay reputation system does not
work very well in the perspective of the buyers. If hypothesis 1 is assumed to
be true, the advertised reputation score is too high. Basing the decision for
a maximum bid on the advertised reputation, the payo� will turn out to be
negative, because the actual behavior includes a higher probability of deception.
Our suggested reputation model highlights the identi�ed shortcomings, but does
not provide a useful model in practice, because it introduces new problems, such
as dysfunctional incentives, for example the inducement not to rate in case of a
negative outcome of a transaction.

The shortcomings of the reputation system are based in most of the cases on
the e�ects of the �Tit-for-Tat� problem; they occur because the set of evaluators
is nearly the same as the set of bene�ciaries. Thus, in Ebay's reputation model no
reputational roles are considered, which means that the group of targets overlaps
with the other roles.

The suggestion to introduce di�erent reputational roles [11] could solve the
issue of retaliation. Another possibility is to abandon the seller's opportunity to

Foundations of Reputation

44 Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09



rate the buyers. Both strategies disentangle the reputational groups and separate
the group of targets from the group of evaluators. That way the system disables
the sellers from reciprocating (both positive and negative) feedbacks.

However, in reality a drastic change like that might be impossible to im-
plement. Therefore an approach with incremental changes seems to be more
promising not least because of the preservation of existing information. Fur-
thermore the suggested mode of introduction would be to provide additional
feedback opportunities instead of substituting the system [18], which is more or
less what Ebay did. In particular, the change to include neutral evaluations in
the score has been a step compliant with our hypotheses, however, the revocation
in August 2008 emphasises the problem again.

This article highlighted some shortcomings in Ebay's reputation system. The
consequences are conditional on the assumption that the advertised reputation
does not predict the seller's behavior but rather overestimates it in terms of hon-
esty. This assumption has been studied in experimental settings as well as from
a theoretical perspective. However, empirical studies with a real Ebay sample
could substantiate the hypothesis.

This paper quali�ed the e�ects of the di�erence in reputation scores. We plan
to continue to work on the paper and quantify the e�ects as well. Only after it
has been shown which e�ect (if one at all) dominates the other, an evaluation
on the consequences becomes possible.

A third avenue for future work is the possible dependency of potential eval-
uations on the item to be sold. Intuition suggests that the probability to rate
truthfully would increase with the value of the good (because of the potentially
much higher utility gain or loss). Such a dependency could provide ample possi-
bilities for research.

Furthermore, our model is still oversimpli�ed in the current state. Future
work might include a stepwise adaption of the model to the real Ebay reputation
system (e.g. consideration of the time dependency of ratings' visibility or the
textual comments on transactions).
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Abstract. We investigate reputation systems that rate the performance of 
analysts who make uncertain assertions (claims accompanied by estimated 
probabilities). Accuracy metrics (based on the fraction correct) are fair only if 
all analysts handle identical or statistically similar cases. Furthermore, accuracy 
metrics discourage analysts from offering predictions on difficult-to-predict 
events. Because of these difficulties, we develop a class of performance scoring 
functions that are maximized when the analyst provides accurate probabilities, 
especially when these probabilities differ from the norm. Under these metrics, 
the disincentives to forecast low-probability events is removed and analysts are 
rated fairly, independent of the base event probabilities of the cases they 
consider. Reputation systems built around these metrics can support 
productivity management and increase manipulation resistance when 
information providers are not trustworthy. An application to citizen event 
reporting is presented.

Keywords: uncertainty, reputation, scoring function, citizen event reporting, 
counter insurgency

1   Introduction

Many analysis tasks, such as economic forecasting, criminal investigation, and 
medical applications, produce statements and predictions that involve significant 
uncertainty. In these cases, probabilistic statements are frequently more useful than 
simple Boolean predictions. For example, if we are planning an outdoor activity, 
generally we prefer predictions in the form “it will rain tomorrow with 30% 
probability”, instead of getting an unqualified prediction.

Now suppose there are multiple information sources (human or otherwise) 
providing probabilistic predictions. In planning courses of action, it would be useful 
to have meta-knowledge of the trustworthiness and likely novelty of the predictions. 
For example, a military commander who relies on knowledge of probable enemy 
responses would clearly benefit from knowing the skill of analysts providing the 
predictions.

Prediction skill differs for many reasons. Some analysts possess information 
unavailable to others, such as an equity analyst able to communicate with key 
company insiders. Others may have superior subject matter expertise or longer, richer
experience. They may use different techniques, and apply different levels of skill and 
judgment. Moreover, information providers can be honest, manipulative, or 
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malicious. The chance of malicious behavior can be minimized with carefully 
screening of information providers, but in some contexts, this is not possible. As 
discussed further in Section 4, citizen event reporting (CER) leverages the eyes and 
ears of a large population of “citizen sensors” to increase the amount of information 
available to decision makers. When deployed in an environment that includes a 
hostile subpopulation or rival clans, some of the tips gathered by CER may be aimed 
at deceiving decision makers, motivated by the desire to lure first responders into an 
ambush or induce them to attack rivals. In such a case, it is advantageous to track the 
history of reports obtained from the CER system, to help determine the 
trustworthiness of the reporters.

Providing meta-knowledge about information providers is the job of a reputation 
system. A reputation system can track the success of information providers over time, 
and provide rankings, feedback, and other information useful to the participants 
(information providers, consumers, or both). In this paper, we assume a centralized 
reputation system that possesses global information about all analysts and their 
prediction history. In this context, the simplest reputation system would track 
accuracy, the fraction of correct answers provided by each analyst. Unfortunately, 
accuracy provides a fair comparison only if all analysts consider the same or 
equivalent set of cases, in terms of their prior likelihood and intrinsic predictability. If 
analysts exercise the freedom to choose when they make predictions, then to 
maximize their accuracy, they will avoid making assertions about low-probability
events, focusing instead on “sure things”. Obviously-correct assertions (the sun will 
rise tomorrow) have low value to information consumers. In general, the use of 
accuracy to rank analysts creates a mismatch between the needs of information 
consumers and information providers.

The goal of this paper is to propose a reputation system for uncertain assertions. 
When assertions include an estimated probability, it is possible create a system of 
rewards that does not skew the attention of analysts towards high-probability events. 
Rather than rewarding accuracy itself, our ranking system rewards both novelty, in
terms of departure of a case from the norm (expressed in terms of the consumer’s 
prior), and accurate probability estimates. To this end, we first examine classes of 
scoring functions that are aware of prediction probabilities, and derive measures of 
producer accuracy and productivity. Next, we address how reputation scores can be 
used, and explore assumptions about provider motivations and work processes. For 
user organizations, the framework and analysis help identify questions one must ask 
in setting up a reputation system. For reputation researchers, the framework can help 
in capturing assumptions and comparing with others' results, and in identifying gaps 
in our knowledge. We emphasize metrics that require relatively little software and 
administrative labor to implement – though sometimes less accurate, they seem far 
more likely to be implemented. 
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2   Reputation Metrics

2.1   Preliminary definitions

We now define the constituents of the model and the notation to be used in the rest of 
the paper. For the purposes of this paper, we consider predictions consisting of a 
Boolean assertion about the world (A), and the provider’s estimated probability (0 
Q  1). An uncertain assertion is a pair (A, Q). Examples include:

 {it will rain in Boston tomorrow, 0.7}
 {patient Z will survive the proposed surgery, 0.9}
 {there is a roadside bomb on next route segment, 0.01}

Other types of predictions, such as quantitative, multi-valued predictions, or interval 
probabilities, are not considered here, but some discussion is available in [3].

An assertion may be about the past, present, or future, but reputation points will 
be assessed only when its truth (or falsity) becomes known. Assertions for which we 
learn ground truth drive the assignment of reputation. Ground truth is frequently
available in areas such as weather, elections, and sports, and less often in fields such 
as medicine. We now introduce several definitions:

 Event probability (P):  Each assertion is Boolean and may be decided at some 
future time. However, while the outcome remains unknown, there is uncertainty 
in the outcome1. We do not expect administrators to know or estimate P; it 
appears only in our mathematical analysis.

 Prediction (Q):  Denotes the provider’s estimate of P, a probability between 0 
and 1.

 The prior (P*) is the consumer’s probability estimate for A, occurring before the 
provider information is taken into account. If the prior is not known, it defaults to 
the uninformative prior (usually 0.5).

 Utility (U) measures the value of learning the truth or falsity of A. When 
determining reputation, scores relative to assertion A can be weighted by the 
utility of A.

 Scoring (payoff) functions. We define two mathematically-related functions,   
f(Q, P*) and g(Q, P*), representing the analyst’s reward if A does or does not 
occur, respectively. Since a strategy for optimizing expected score across 
multiple independent assertions will attempt to maximize the score separately for 
each assertion, we can consider scoring a single assertion without loss of 
generality.

We consider it essential to minimize the administrative effort, i.e., the effort to 
ascertain scoring functions, priors, utility, and ground truth. If a reputation system 

                                                          
1 For the interpretation of probability for non-repeated event, see [1]. For our purposes, P 

denotes the fraction of instances like the current situation in which A holds.
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requested additional information about each assertion, most providers and managers 
would probably refuse, or provide perfunctory estimates. For that reason, the default 
treatment is to use the same scoring function for all assertions, and equal weighting 
for utility. Still, if a large number of assertions have the same properties (e.g., 
weather assertions for different days), it may be feasible to elicit a few numbers (prior 
probability, utility, perhaps choice among loss functions) for different classes of 
assertions, to be applied to each instance.

2.2   Reputation Scoring Functions

Various scoring functions have already been developed with the objective of rating 
forecasting skill and eliciting truthful personal beliefs [2, 3, 4, 6]. Much of the work 
originated in the field of weather forecasting. Most commonly used is the Brier score 
[2], defined as:

f(Q) = – (1 – Q)2 (1)
g(Q) = – Q2

The Brier score is the squared error based on the difference between the predicted (Q) 
and actual (0 or 1) probabilities (the negative sign makes higher scores better). It is 
independent of the prior probability, which is a drawback, because a provider’s 
assertion is useful only if it is different than the consumer’s prior. We believe a
reward should be given only if the consumer learns something new (and correct) from 
the information provider. For example, the assertion {the sun will rise tomorrow, 1.0} 
has little surprise or impact, while {terrorists will attack Mumbai, 0.10} might be 
quite novel and useful. A higher score should be awarded for the latter assertion, if 
proven true, even though the asserted confidence is lower, because the difference 
between the prior and the prediction is larger.

We have identified several requirements for a probability-aware payoff function, 
as follows:

R1. Monotonicity. We require that f(Q, P*) increase monotonically and g(Q, P*) 
decrease monotonically as a function of Q. This assures that if the event occurs, 
larger estimated probabilities earn larger rewards. Conversely, assertions that are 
confident but wrong receive larger penalties than wrong answers that are 
explicitly declared uncertain.

R2. No Reward for Prior. As discussed above, a provider’s assertion is useful only 
if it is more informative than the consumer’s prior. Accordingly, we require that 
f(P*, P*) = g(P*, P*) = 0. 

R3. Expected Value. For a Boolean assertion, the expected value of a prediction is 
E(Q, P, P*) = P f(Q, P*) + (1 – P) g(Q, P*). So each analyst is motivated provide a 
prediction as close to the true probability as possible, we require that E(Q, P, P*)  
< E(P, P, P*) for each Q ≠ P. A scoring rule with this property is said to be 
strictly proper [3]. This requirement assures that, over the long run, the perfect 
information provider who picks Q = P in each situation will earn the maximum 
possible score.
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R4. Hidden Knowledge. The scoring functions cannot require knowledge of P, since 
this probability is assumed to be hidden from all parties.

R5. Boundedness. No assertion should earn an unbounded payoff (either positive or 
negative), because this would make accumulation of scores over multiple trials 
problematic.

R6. Symmetry under Negation. Asserting A with certainty Q is the same as 
asserting ~A with certainty 1-Q. Our payoffs should be indifferent to the logical 
“direction” of the assertion. Therefore, we require that f(Q, P*) = g(1–Q, 1–P*)
and g(Q, P*) = f(1–Q, 1–P*).

If we assume f and g are differentiable functions, then R3 implies that dE/dQ = 0 
at the point where Q = P. Therefore, strictly proper scoring functions must satisfy the 
differential equation:

P df/dQ  + (1 – P) dg/dQ  = 0 at Q = P (2)

Furthermore, to satisfy R2, we can assume that scores depend only on the difference 
between the estimated probability and the prior, denoted Δ = Q – P* (this is sufficient 
but not necessary). Under that assumption, f(Q, P*) = f(Δ) and f(Δ=0) = 0. In the 
following, we give examples of strictly proper scoring functions that satisfy these 
constraints.

Log/Linear Payoff. By means of example, suppose f(Δ) = Δ.  This choice trivially 
satisfies the monotonicity condition (R1), and produces a zero reward for guessing 
the prior (requirement R2). To satisfy the expected value condition (R3), we solve
Eq. (2). This simplifies to P + (1 – P) dg/dQ  = 0 at Q = P, or dg/dQ = –Q/(1 – Q). It 
follows that g = Q + ln(1–Q) + c. Applying the boundary condition that g(P*, P*) = 0 
(again R2) we obtain the following scoring functions:

f = Q – P* (3)
g = Q – P* + ln[(1 – Q)/(1 – P*)]

These functions satisfy requirements R1 through R4. However, g is unbounded, 
approaching -∞ as Q 1, violating requirement R5 (see Fig. 1). Additionally, the 
symmetry condition (R6) is not met. Two information providers who respectively 
assert A with certainty Q, and ~A with certainty 1 – Q, would receive different 
rewards. Finally, the expected value curves are essentially flat over large ranges, 
implying the reward function will not effectively discriminate among analysts, 
provided they stay away from near-certain predictions. These disadvantages eliminate 
log/linear payoff from further consideration.
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Fig. 1. The linear/log payoff function (Eq. 3), showing the payoff functions (top) and expected 
values (bottom). The example is for P* = 0.3.

Quadratic Payoff. Assume f (Δ) has the form a0Δ
2 + a1Δ + a2. We know a0 < 0

because E must be concave downward for all values of Q. We can choose a0 = -1 to 
specify the scoring function to within a multiplicative constant (which may be chosen 
as a function of the prior). In addition, a2 = 0 (based on R2) so that f (Δ) = 0. Solving 
Eq.2 and applying boundary conditions (math omitted):

f = 2(1– P*)(Q – P*) – (Q – P*)2 (4)
g = – 2P* (Q – P*) – (Q – P*)2

These functions are depicted in Fig. 2. Unlike the linear case, the payoff functions 
remain bounded, meet the symmetry condition, and do not have large flat regions. As 
an example of symmetry, f(0.8, 0.3) = g(0.2, 0.7) = 0.45. 
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Fig. 2. The quadratic payoff function (Eq. 4), showing the payoff functions (top) and expected 
values (bottom). The example is for P* = 0.3.

Other Payoff Functions. Among differentiable functions, we can also show that 
binomials in the form:

f = –Δc + (1- P*)(c/(c-1))Δc-1 (5)
g = –Δc - P*(c/(c-1))Δc-1

generate admissible solutions for powers of c ≥ 2 and integral. An open problem is to 
explore the usefulness of c fractionally greater than 1, a range that offers greater 
discrimination for Q near 1. The treatment will need care to avoid generating 
imaginary roots for negative delta. One might also explore multiplicative 
formulations, rewarding for the fractional change between P* and 1. However, the 
quadratic payoff satisfies all our conditions, and is certainly the simplest pair of 
functions to do so.
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2.3   Analogy: Weighted Coin Tosses

In this section, we present an analogy to the current problem of predicting the 
probability of future events. Suppose we have a bag of coins confiscated from 
dishonest gamblers. Each coin may be weighted, so the chance of heads or tails is not 
0.5. However, there is no reason to assume there are more coins weighted towards 
heads than tails. Therefore, the overall prior probability of heads is 0.5. We randomly 
select a coin from the bag (this represents a situation requiring analysis), and allow 
multiple analysts to physically examine the coin, without tossing it. Each analyst then
predicts the probability of tossing heads with the coin. The coin is then tossed
(producing ground truth). If the toss is heads, each analyst is paid off according to f, 
and if the toss is tails, each analyst is paid according to g.

Consider the following analysts:

1. Probabilistically perfect analyst. Always predicts the probability of A 
(heads) exactly. Note that “perfect” denotes accurate probability
assessments, as opposed to the (impossible) clairvoyant analyst, who 
accurately predicts the outcome of each coin toss.

2. Random analyst. Produces uniform random guesses between 0 and 1.
3. Biased analyst. Over- or underestimates the chance of heads by a fixed 

amount, except where such a prediction would exceed 1 or go below 0.
4. Noisy analyst. Each probability estimate is off by random number drawn 

from a normal distribution with zero mean and given standard deviation
(bounded between 0 and 1).

5. Prior analyst. This analyst always predicts the prior probability. 

Figure 3 shows the results of 500 trials using the quadratic scoring function (Eq. 3). 
As expected, the perfect analyst outscores the other analysts in the coin-assessment 
task. The noisy analyst, shown for standard deviation 0.25, is the second best. The 
biased analyst, who in this case overestimates the probability of heads consistently by 
0.25, is next. The analyst who picks the prior probability (0.5 in this case) earns zero, 
and the random analyst loses points at about the same rate as the perfect analyst earns 
points.

When the same experiment is carried out with the linear/log payoff function (not 
shown), the biased and noisy analysts both eventually make certain predictions
(probability 0.0 or 1.0), which subsequently turn out to be false, causing them to earn 
-∞ points, and fall off the chart.
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Fig. 3. Result of the weighted coin analogy for five types of analysts. In the case shown, the 
biased analyst consistently overestimates the probability of heads by 0.25, and the errors of the 

noisy analyst follows a normal distribution with standard deviation of 0.25.

Figure 4 shows the average payoff as a function of the magnitude of analyst error 
(bias for the biased analyst, standard deviation for the noisy analyst). In this chart, the 
average payoff for the perfect analyst (0.083) has been normalized to 1. Both the 
biased and noisy analysts perform worse than the random analyst for large biases or 
standard deviations because their probability predictions tend to the extremes. For 
example, the analyst suffering a large bias will consistently call heads (or tails) with 
probability 1, which is much worse than picking a random probability. The noisy 
analyst outperforms the biased analyst, because even in the extreme, some probability 
predictions will be between 0 and 1.

Fig. 4. Average reputation points earned per trial, for each type of analyst, as a function of 
average error (normalized to perfect analyst = 1).
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2.4   Normalization and Analyst Comparison

Given scores for individual assertions, reputations can be developed by aggregating 
scores. The most obvious methods are summing and averaging. Averaging
compensates for the difference in the total number of assertions scored by each 
analyst. However, averaging still does not ensure a fair comparison between 
information providers. Consider information utility. Information consumers might 
consider some assertions more important than others, and (formally or informally)
assign a utility score to each assertion. In this case, the accumulated reputation score 
should derive from a weighted sum involving the product of the raw score and the 
utility of each assertion. The utility might be assigned by the consumer at the 
personal or enterprise level, the former leading to a personalized set of most trusted 
information providers. To reduce workload of manual assignment of utility, we 
suggest doing assignments to classes of assertions (e.g., probability that a patient has 
a certain disease). A default (utility=1) is also provided, lest additional administration 
discourage participation of the reputation system.

The other desirable correction involves differences in the priors between 
different analysts. The admissible scoring formulae are based on Δ, the difference 
between the asserted probability and the prior. In this way, we reward the analysts’ 
unique contribution (novelty) as well as accuracy. To help understand the impact of 
priors, consider two doctors who analyze MRIs to diagnose a certain disease. The 
first doctor examines all MRIs. His prior reflects the incidence of the disease in the 
overall patient population. The second doctor is consulted for a second opinion only 
when the first doctor suspects the presence of the disease. Her prior reflects the 
incidence of disease in the subpopulation identified by the first doctor. It is easier for 
the first doctor to earn reputation points, because his observations change the 
probability of disease to a greater extent than the doctor offering a second opinion. 
These two different priors reflect different opportunities to earn reputation points, and 
should be accounted for when comparing and ranking the doctors.

To remove the impact of unequal priors, we can normalize by the size of scoring 
opportunity using either of the following two maximum obtainable scores:

 Factually perfect represents the score obtained when someone receives the 
maximum score at every opportunity. We obtain this standard by assuming Q = 1 
when the event occurs and Q = 0 when the event does not occur. 

 Probabilistically perfect represents the expected value of the score if the analyst 
chooses Q = P at every opportunity.  Since the scoring formulae explicitly 
maximize the expected value of the score for a probabilistically perfect analyst, 
this standard represents the best possible obtainable performance by any analyst.

To take the concept of probabilistic perfection slightly further, we can calculate the 
maximum expected value Emax under the assumption that Q = P, for the quadratic 
scoring function:

Emax(P, P*) = E(P, P, P*) = P f (P, P*) + (1 – P) g(P, P*)

= (P – P*)2 (5)
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Based on Eq. 5, the opportunity to gain reputation points is proportional to the square 
of the difference between the prior and the actual event probability. In fact, if the 
consumer possesses an accurate prior for each event, the long-run scoring opportunity 
for any analyst is zero, since the analyst cannot tell the consumer anything new
(although luck might prevail in the short run). 

To apply Eq. (5) we must know P, which can only be estimated from relevant 
historical information, which may not exist. Alternatively, one may use a proxy for P, 
such as a group judgment. Using group judgment as a gold standard introduces a host 
of potential problems, such as unfairly downgrading independent-thinking analysts.
Using the factually perfect score (the clairvoyant analyst) as the normalizing factor is 
a possibility, because it can be calculated using ground truth, but the effectiveness of 
approach is an open problem.

The last issue here is extrapolating to non-scored assertions. As we have discussed 
previously, assertions without ground truth are not scored. But given Q, the analyst 
will receive only one of two possible scores, f or g, the former with probability P and 
the latter with probability (1–P). Given P, we can determine the expected value of the 
score without ground truth. However, as in the case of normalizing for unequal 
opportunity, we are confronted with the unknown event probability. Again, one may 
use some proxy for P, such as group opinion, as long as one is aware of the inevitable 
hazards.

3   Other Considerations

3.1 Provider Behaviors

As mentioned earlier, information providers fall into three classes of behavior:
honest, manipulative, and malicious.

Honest behavior has the provider doing his or her best, regardless of the reputation 
system. Obliviously honest behavior is likely among dedicated employees or in 
situations where there is no benefit to manipulation. A provider who is honest will 
attempt to estimate probabilities that match the true event probabilities.

Manipulative behavior aims to inflate reputation scores. The reputation system may 
be linked to rewards, privileges, and prestige, and thus a manipulative user may wish 
to accumulate undeserved rewards. As a side effect, but not as a goal, manipulators 
may deceive consumers about event probabilities. Manipulation can occur in two 
ways:

o The choice of questions to answer. The provider might attempt to “cherry pick”
opportunities with high utility, e.g. a major crime, even if they have no special 
knowledge or qualification relative to the case. If evaluated by average accuracy, 
they may only choose cases where they have high certainty. Conversely, if scores 
are not weighted by utility, an analyst can manipulate the system by reporting on 
many obvious or uninteresting phenomena. Within an organization, this may be 
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controlled by management oversight, for example, by penalizing time-wasting or 
by randomly assigning cases to analysts.

o The probabilities. A manipulator who seeks to optimize expected score has no 
incentive to mis-estimate probabilities, since in the long run, the correct 
probability gives the highest expected score. However, a manipulator might over-
or under-estimate probabilities in the short run, seeking the “big win” or seeking 
to avoid a “loss”. It is thus desirable for management to reward long-term 
success, rather than rewarding occasional big wins or punishing mistakes.

An alternative route to combat manipulation is to keep providers unaware of the 
scoring system. This may be unethical within an enterprise, but it is certainly feasible 
for rating external providers, such in citizen event reporting or rating stock market 
pundits on the web.

Malicious behavior seeks to fool consumers, i.e., to convince consumers to believe 
and act on an incorrect probability. Methods for discouraging this behavior are well 
known. Casual attackers who seek instant gratification but will not invest much effort 
can be discouraged by requiring them prove identity, or requiring a certain number of 
previous postings that have been determined to be accurate before accepting their 
recommendations. The determined attacker is more difficult. One way to discourage 
sustained attack is to require that analysts provide useful information whose total 
utility is greater than the dis-utility of their deception. Thus, in return for possibly 
selling the lie, the attacker must do considerable work for the benefit of the 
organization. If they do not know the threshold for acceptance, this adds to their 
difficulty.

3.2 Applications within the Enterprise

In an enterprise, management might use scores in several ways in their relationship 
with employees, or with other sources that are recruited to provide information. In 
this section, we briefly discuss the uses for the reputation metrics by management that 
go beyond rating information providers.

Training. Management can teach providers how to remedy their identified 
weaknesses. If accuracy seems high (relatively) but productivity (quantity) is low, 
one might consider working more quickly. If accuracy seems low, one may need to 
examine the analyst’s techniques and improve subject-matter expertise. If utility 
weights are available, these can help the analyst focus on important cases. Bias 
estimates may help providers adjust for undue optimism or pessimism.

Assigning workload. Management may be responsible for giving each provider 
suitable tasks. Here, both accuracy and productivity is important. For example, a 
provider who has been accurate on relatively unimportant tasks might be given more 
important ones. Less critical tasks might be assigned to a provider who is moderately 
accurate but very fast. Finally, a provider who has shown ability to select high-payoff 
tasks can be given more freedom. 
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Judging and improving accuracy. Some providers may consistently overestimate 
probability of their assertions, while others may underestimate. Bias statistics attempt 
to estimate these tendencies, and can also be used to revise probability estimates.

4.   Example: Citizen Event Reporting

In this section, we demonstrate the reputation system in the context of citizen event 
reporting (CER). CER involves using citizens to bolster information collection. This 
approach has most commonly been applied to crime-fighting efforts, but recently 
CER has been considered for asymmetric warfare [5]. The conflicts in Iraq and 
Afghanistan have highlighted the need to gather information known primarily by the 
local populace. Of particular concern is detection of improvised explosive devices 
(IEDs), bomb-making facilities, and identification of militant insurgents and 
terrorists. The challenge is to make CER work in hostile environments, where 
enemies may contribute false reports in an attempt to “game” the system, to lure first 
responders into ambushes, create decoys, or induce the authorities to target third 
parties.

In our example, we utilize a modified version of the agent-based simulation 
reported in [5]. In this simulation, there is one type of event to be reported, which we 
call a fire, but could represent sighting of a suspicious person, a weapons cache, IED, 
etc. Simulated citizens traverse the environment and can report an event if they come 
within a certain distance of it and “see” it. Reports represent an assertion of an event 
of interest (fire) at a given location and time. Ground truth is obtained when the 
authorities choose to respond to or investigate a report. For example, if a citizen 
reports a hidden weapons cache, upon investigation, the cache will prove either to be 
present or absent.

To use the reputation system, we assume the citizens are asked to attach certainty
to their reports. In practice, this information could be collected on a qualitative scale 
(e.g. from “very unsure” to “very sure”), and mapped onto quantitative values. In the 
simulation, the certainty is based on the citizen’s distance from the event when they 
first observe it (the further away, the less certain). Unfriendly citizens (foes) can
create false reports, and they may collude together to create a calling pattern that 
resembles a true report. The performance of the CER system is measured by the 
number of events responded to (fires extinguished) less non-events responded to 
(false alarms), divided by the total number of fires.  The maximum performance is 1.

With anonymous reporting, the decision maker (DM) cannot discriminate true 
and false reports on the basis of reporter identity, greatly limiting the decision rules 
that can be implemented. There are various mechanisms for assuring calling identity 
using mobile devices, which will not be discussed here. For our purposes, we assume
that personal reputations can be learned and factored into decision making.

The reputation system itself is implemented using the quadratic scoring rules 
(Eq. 4). The decision maker does not know which reports are true or false, but 
discovers ground truth only when the DM chooses to respond. At that point, each 
caller associated with the event receives reputation points. The decision to respond is 
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taken when there is a report from any citizen with a positive reputation, with certainty 
exceeding the prior by 0.1. The prior is the probability of an active fire at any grid 
location at any time.

Unlike a black list, which was investigated earlier [5], the reputation system 
gives citizens the ability to “earn” their way out of a negative reputation by making 
accurate reports. Thus, an honest reporter who unintentionally makes an erroneous 
report suffers a temporary (rather than permanent) loss of reputation.

The simulation was run with 30% foes, with 50% of reports from foes involving 
collusion. With reputation system, the number of false alarms dropped by 95%, and 
the performance (defined above) increased from 0.73 to 0.95. This shows that a 
reputation system can greatly enhance the performance of a CER system, even in the 
presence of a large contingent of foes determined to undermine the system.

5.   Summary and Open Problems

We have presented and illustrated a reputation scoring approach that considers 
prior probabilities, so that scores combine accuracy and novelty to the consumer. 
Extending prior work on proper scoring functions [2, 3], the approach encourages 
expectation-maximizing providers to give accurate probabilities, while addressing the 
need to keep administrative effort small. We discussed ways to normalize the scores, 
in order to judge providers’ accuracy, novelty, or productivity. The approach can 
succeed in situations where one can ascertain ground truth for a significant number of 
a provider’s assertions.

We demonstrated the reputation system in the context of citizen event reporting, 
where information is collected from many potentially unreliable sources. A reputation 
system is clearly needed to help decision makers identify reliable and unreliable 
reporters. Soliciting a degree of certainty with each report encourages citizens to 
provide information even if they are not 100% sure of the facts. On one hand, they 
have the opportunity to express when they believe something to be certain. On the 
other hand, they can safely transmit uncertain knowledge by declaring a low level of 
certainty, reducing the fear of being punished for misleading authorities, if the tip 
turns out to be false. Hence more tips will be gathered, allowing the decision maker 
additional chances to create actionable information. Over time, those that express 
appropriate levels of certainty will become the most reputable information sources.

For future work, we believe that normalization may be important for some 
purposes, to adjust for different workloads – easier and harder questions, priors’ 
being accurate (so agreement and zero novelty are optimal) versus inaccurate, and 
priors near 0.5 (no information) or .9 and .1 (unlikely to make large changes). It 
would also be desirable to explore scoring based on a logarithmic scale (so it is 
significant to move from .99 to .999 probability). 

Aside from symmetry under negation, we have not considered the coherence of 
our scoring scheme under Boolean connectives (and, or). For example, an analyst 
could predict A, B, “A and B”, and “A or B” at the same time, and there should be 
some relationship between the scores received for the related assertions.
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How reputation translates into personal trust, and how those trusts are converted 
to beliefs and actions, is also open to investigation. Use of trust scores to synthesize 
multiple sources of information has been investigated in [7] and by other authors, but 
we believe a stronger and more direct link to reputation is needed.
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Abstract. A fundamental task in reputation systems is to aggregate
multiple feedback ratings into a single value that can be used to com-
pare the reputation of different entities. Feedback is most commonly
aggregated using the arithmetic mean. However, the mean is quite sus-
ceptible to outliers and biases, and thus may not be the most informative
aggregate of the reports. We consider three criteria to assess the qual-
ity of an aggregator: the informativeness, the robustness and the strat-
egyproofness, and analyze how different aggregators, in particular the
mean, weighted mean, median and mode, perform with respect to these
criteria. The results show that the arithmetic mean may not always be
the best choice.

1 Introduction

Many sites on the world wide web offer people the possibility to share their ex-
periences with products and services through reviews and ratings. This feedback
helps people avoid bad choices, drives them towards more useful products, and
brings more revenue to good producers. They are an important part of the user’s
decision making when buying goods or services.

We consider in particular reputation and rating systems for products and
services, such as those operated by Amazon.com, Tripadvisor, and many other
electronic commerce sites. These have the following characteristics:

– they collect ratings for individual well-identified products or services, and
aggregate these ratings into a single score;

– the identity of raters does not have to be known;
– raters act to influence the score of the item they rate to make it as close

as possible to the value they consider best. Note that this value might not
reflect the true quality if the rater is not honest.

A common reflex for users of such sites is to order the choices according to
their ratings, and only consider those that are at the top of such rankings. Such
an order is usually obtained by aggregating individual feedback scores into a
single value that establishes an ordering of the alternatives. The most common
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way of aggregating ratings is by the arithmetic mean, but one can also consider
aggregation using the weighted mean, the median and the mode.

In unbiased normal distributions, there is little difference between these ag-
gregators. However, it is known that in reality, reviews are often biased [7].
Writing a review or even just leaving a rating requires effort, and since it is vol-
untary many of these ratings are left by people who have some ulterior motive
or extreme opinion. One can thus observe that the distribution of ratings is far
from the normal distribution one would expect from an unbiased population of
raters. This means that the different ways of aggregating them can give very
different results.

In this paper, we consider how the aggregation method influences the quality
of the ranking. We evaluate quality using the following three criteria:

– informativeness, i.e. how likely is it that the ranking that a user finds at the
time of making a choice will still be the ranking when the user is using the
product or service;

– robustness, i.e. how easy is it for the ranking to be distorted by outliers or
malicious reviews;

– strategyproofness, i.e. for a rater who wants the average ranking to be a
certain value, is it best to report this value or manipulate the aggregation
by reporting differently.

We compare four different ways of aggregating n numerical ratings r1, ..., rn,
using different forms of averaging:

– the mean is the arithmetic mean ra = 1
n

∑n
i=1 ri.

– the weighted mean is the same as the arithmetic mean but with weights:

rw =
∑n

i=1
w(i)ri∑n

i=1
w(i)

, where w(i) is the weight function.

– the median is the smallest value rd such that half of the values are ≥ rd and
half of the values are ≤ rd, i.e. there exist X ⊂ {r1, .., rn} and Y ⊂ {r1, .., rn}
such that (∀ri ∈ X)ri ≤ rd and (∀ri ∈ Y )ri ≥ rd and ||X| − |Y || ≤ 1.

– the mode is the smallest value ro which occurs most frequently as a rating,
i.e. for any r′ 6= ro, |{ri|ri = ro}| ≥ |{ri|ri = r′}|.
Both the median and the mode require a tie-breaking rule. When two values

are possible, we select the smallest one. Moreover, it happens that two items
have the same aggregated value. In that case, we use the number of reviews as
a tie-breaking rule to make the final ranking.

We examine the reviews given on an actual review site and observe that the
four notions of average differ significantly. In particular, the mode and median
tend to be more robust to outliers and biased reviews than the mean and the
weighted mean, and thus may be more informative for a user.

In this paper, we first present an analysis of the four different notions with
respect to their robustness, and show that they have very different properties. We
then analyze their behavior on data taken from an actual review web site, and
show that they lead to very different rankings and also very different behavior
of the rankings over time. In particular, our results suggest that the mean may
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not be the most informative way of aggregating ratings since the ranking shown
to a user is often very unstable.

2 Related Work

There are many reputation mechanisms that follow the model we assume in this
paper. They can differ significantly in the way they aggregate and display rep-
utation information to the users. Some mechanisms accumulate all reports into
a reputation score that may potentially grow forever. eBay3 and RentACoder4

are two commercial sites where part of the reputation information is given by
scores that reflect the total number of positive or negative interactions reported
for an agent.

Amazon5 or the popular movie review database IMDB6 rank products by
the arithmetic mean of ratings. They also publish histograms of the ratings7 but
the richer information is more difficult to find through the normal user interface,
and is not used in any way for ranking the alternatives.

Tripadvisor8 ranks hotels from cities around the world. The hotels are sorted
by ”popularity”, defined here as the arithmetic mean of ratings. The reviews for
a given hotel are ordered from the most recent to the oldest. Only 10 reviews
are listed per page and contain information about the author (date, username,
location of the reviewer) and the overall rating with a textual comment. The
user has to click on the review to see more details.

Other mechanisms use discrete values for reputation information and define
clear rules describing how sets of feedback are mapped to reputation values. The
popular IT news site Slashdot9 uses karma levels (i.e., terrible, bad, neutral, pos-
itive, good, and excellent) that characterize the quality of the news submissions
posted by a user so far. Likewise, eBay sellers also have labels (e.g., power seller)
that they can gain by meeting certain conditions.

The robustness of the reputation mechanism has also been an important con-
cern of the research community. [5] discuss the risks associated with cheap online
pseudonyms (i.e., users can easily create several online identities) and conclude
that in any reputation mechanism newcomers must start with the lowest possible
reputation. This property is later used by [3] to design moral hazard reputation
mechanisms that are robust to identity changes.

[2] describes general techniques for making online feedback mechanisms im-
mune to manipulation. A theoretical study of opinion manipulation is presented
in [4], with the striking conclusion that manipulation can both increase and

3 www.ebay.com
4 www.rentacoder.com
5 www.amazon.com
6 www.imdb.com
7 In addition, IMDB correlates demographics information with the histogram of scores.
8 www.tripadvisor.com
9 www.slashdot.org
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decrease the information value of online forums. Other works addressing the
robustness of the reputation information are [12] and [1].

[10] and [8] discuss general mechanisms for making reputation mechanisms
incentive compatible. The idea is to reward the agents for reporting feedback
such that the expected reward is maximized by being honest. [9] extends this
idea to mechanisms that are also collusion resistant.

Our work differs from the above results in several important ways. First,
we are looking at typical review forums where the social network of a user is
unknown, and most users submit only one review. Second, we are looking at sin-
gle value aggregators of reputation information, that can be easily understood
and used by normal users to rank alternatives. Finally, we consider actual re-
views and study how different information aggregators affect key properties like
robustness, informativeness and strategyproofness.

3 Empirical Study

We consider feedbacks from a popular travel site that collects reviews of hotels
from users around the world. The reviews contain a textual comment with a
title, an overall rating and numerical ratings from 1 (lowest) to 5 (highest) for
different features such as cleanliness, service, location, etc. The site provides
ranking of hotels according to their location. Like most of the reputation sites,
it aggregates reviews into a single value for each hotel and, based on that value,
sorts hotels in ascending order. It uses a simple arithmetic mean on the overall
ratings to recommend hotels.

We selected four cities for this study: Boston, Las Vegas, New York and
Sydney. For each city, we took the first 100 hotels that have the highest number
of reviews. Table 1 shows for each city the number of reviews and the distribution
of hotels with respect to the star-rating provided by the website. Hotels that do
not have a star-rating are classified as ’NA’. All data were collected by crawling
the website in July 2007.

Table 1. A summary of the data set.

City # Reviews # of Hotels with NA, 1, 2, 3, 4 & 5 stars

Boston 5537 17, 2, 4, 23, 15, 5
Las Vegas 28017 19, 8, 18, 31, 17, 7
New York 29123 16, 9, 12, 35, 24, 4
Sydney 3629 41, 0, 1, 29, 19, 10

4 Robustness

In this section, we present an analysis of four aggregators, namely the mean,
the weighted mean, the median and the mode, inspired by the robust statistics
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theory. Robust statistics aim at analyzing and suggesting estimators that are
unaffected by small deviations from the model assumptions. Interested readers
may refer to [6] [14] for additional informations.

For this analysis, we quantify how robust aggregators are against outliers and
malicious reports. In order to assess the quality of each aggregator, we define
the breakdown point as a measure of this robustness. The breakdown point is
the proportion of manipulated ratings required to make the aggregator return
an arbitrary value.

Definition 1. Let {r1, ..., rn−l, r
′
1, ..., r

′
l} be a sample of n reviews where r′i are

outliers. The finite-sample breakdown point ǫ of an aggregator r is the smallest
proportion l

n for which the set {r′1, ..., r′l} will cause r to be unbounded.

Definition 2. The breakdown point ǫ∗ is the limit of the finite-sample break-
down point as n goes to infinity.

This definition provides a tool to measure the robustness of every estimator.
The higher the breakdown point, the more robust the estimator is. However, the
breakdown point cannot exceed 0.5 because if more than half of the ratings are
outliers, it is not possible anymore to distinguish the underlying distribution of
the outliers. We will see in the next sections that two aggregators achieve this
upper bound.

4.1 Mean and Weighted Mean

Let {r1, ..., rn−l, r
′
1, ..., r

′
l} be the set of ratings for a given hotel h. r′i are the

outliers. We define the mean by

ra =
1
n

(
n−l∑
i=1

ri +
l∑

i=1

r′i) (1)

One outlier is enough to change the value of the mean. Thus, the finite-sample
breakdown point of the mean is ǫ = 1

n . The breakdown point is ǫ∗ = limn→∞ 1
n =

0. The mean is extremely sensitive to outliers.
In this study, the ratings are bounded and we need more than one outlier

to significantly alter the mean and thus the ranking. For that reason, we would
like to quantify how many outliers are required to change the ranking of hotel
hj from position j to position i. Consider a hotel hi with n ratings of mean ri.
We add k outliers with mean r′. How many outliers are needed to have a new
mean lower or equal to the mean rj of another hotel hj? That is

nri + kr′

n + k
≤ rj (2)

After reordering, we get

k ≥ n(ri − rj)
rj − r′

(3)
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For instance, if we want to set the mean to 4 of a hotel with n = 100 ratings
and mean r = 4.5 by only adding lowest ratings of ’1’, then we need k ≥ 17
outliers.

The weighted mean is similar to the simple mean except that ratings have as-
signed weights and some contribute more than others. Let {r′1, ..., r′l, r1, ..., rn−l}
be the set of ratings sorted from the most recent to the oldest for a given hotel
h. The weighted mean is

rw =
∑l

i=1 w(i)r′i +
∑n−l

i=1 w(i + l)ri∑n
i=1 w(i)

(4)

The weights do not change the breakdown point and remains the same as
the simple mean. Note that the mean is a special case of the weighted mean
where the weights are all equal to 1. Obviously, the number of outliers needed
to change the ranking of a hotel is upper bounded by Equation 3 and depends
on the weight function w(i).

4.2 Median

The median is the rating rd separating the lower half from the upper half of a set
of ratings. Let {r1, ..., rn−m, r′1, ..., r

′
m} be the set of ratings sorted in ascending

order for a given hotel h. r′i are the outliers. If n is odd, that is n = 2l + 1, the
median is located at (l + 1)/n. Recall that if n is even, i.e. n = 2l, we take the
value at l.

To find the breakdown point, we determine the proportion of outliers required
to change the value of the median. The finite-sample breakdown point is given
by

ǫ =
{

l+1
n = 1

2 + 1
2n , n = 2l + 1

l
n = 1

2 , n = 2l
(5)

Therefore, the breakdown point is ǫ∗ = limn→∞ ǫ = 1
2 . The median is thus

a robust aggregation function because it involves only the location and not the
value of the ratings. To find the number of outliers required to change the ranking
of a given hotel h with n ratings, we add k outliers to the ratings of h. In the worst
case scenario, k should be at least equal to n+1. The first outlier determines the
value of the median and thus the rank. For instance, if we want to change the
median of a hotel that has 100 ratings, we need at least 101 malicious ratings
and the new median is given by the first malicious ratings we introduce.

4.3 Mode

The mode, denoted ro, is another aggregation function and is equal to the rating
that occurs the most frequently. That is, for any r′ 6= ro,

|{ri|ri = ro}| ≥ |{ri|ri = r′}| (6)
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Let m and l be the number of identical ratings r1 and r2 respectively, m 6= l.
Obviously, if the mode is the rating r1, then m > l. Therefore, m ≥ l + 1. Thus,
the finite-sample breakdown point of the mode is equal to ((n/2) + 1)/n for
n = m + l ratings. It follows that the breakdown point ǫ∗ = 1

2 . From the same
reasoning, we need k = n + 1 outliers of the same value to change the mode.
For instance, if a hotel as a mode ro = 4 with n = 100 ratings (of ’4’), k = 101
outliers are required to change that mode.

5 Empirical Results

It is well-known that distributions of reports are far from normal due to reporting
biases [7]. Aggregators such as the mean, median and mode have relatively the
same value for normal distributions. However, they should have a significant dif-
ference for non-normal distributions. To support this hypothesis, we conducted
the following experiment. For each of the four cities considered in our study, we
computed a full ranking of the hotels according to each of the four aggregators
explained in Section 1. Then, for every pair of aggregators we measured the dis-
tance between the corresponding orderings of hotels within a city. To measure
the distance between the two rankings we chose the average absolute difference
between the position of the same hotel in the two rankings.

For the weighted mean, we use Equation 7 as the weight function that is
directly inspired by the logistic function applied in regression models. With this
function (see Fig. 1), recent ratings have a high weight and the weight decreases
while the rating is getting older. We use the following logit model for the rele-
vance and thus the weight of a rating as a function of its order:

w(i) =
0.9

1 + eβ(i−µ)
+ 0.1 (7)

Such logit models are commonly believed to be good models for probabilities
that vary over time or space.

The results are presented in Table 2. For example, the rank of a hotel in
Boston varies on the average with 7.7 positions (up or down) when the ranking
is done according to the median instead of the mean. Likewise, the rank of a
hotel in New York varies with an average of 16.9 positions (up or down) when
the ranking considers the mode instead of the mean.

The average difference of ranks triggered by different aggregators is quite
high: 8 to 17 ranks10. Considering that most feedback websites display only the
first 5 or 10 ”best” items, the results of Table 2 show that different aggregators
can completely change the list of candidates suggested to the users. It therefore
becomes important to better understand the properties of each aggregator.

10 The only exception is the tuple mean - weighted mean. The two aggregators are
conceptually very close, therefore the rankings span by them are also similar.
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Fig. 1. The weight function: recent ratings (low index) get a highest weight. Note that
the age is not related to the time but to the most recent rating.

Table 2. Average difference of ranking for the three aggregator functions.

Boston Las Vegas New York Sydney average

mean - median 7.788 13.480 11.480 9.100 10.462
mean - mode 9.939 15.100 16.980 11.420 13.360
mean - weighted mean 2.394 2.760 5.480 1.340 2.993
median - mode 10.182 16.140 16.860 10.340 13.380
median - weighted mean 8.333 13.460 12.600 9.600 10.998
mode - weighted mean 10.848 15.740 17.940 11.700 14.057

5.1 Informativeness

In a reputation system, the goal of the aggregator is to reflect the user’s reviews
into one value. One assumption of aggregator is that users have reported their
true experience. However, it is often not the case. For instance, the ratings are
often part of discussion threads where past reviews influence future reports by
creating prior expectations [13]. Therefore we can ask how an aggregator will
continue to correctly reflect users’ opinion. In Table 3, we look at the stability
of each aggregator by counting the number of rankings that deviate by more
than two ranks from the final ranking. The median is the most stable aggregator
with two cities. However, the weighted mean seems more stable on average. The
median follows closely. Then the mode and the mean come after.

As an example, Figure 2 provides the evolution of ranking and rating by the
incoming reviews for a New York hotel. If we look at the mean aggregator only,
when the rating decreases, the hotel loses ranks. However, around the 120th
review, the rating increases and thus the hotel is going up in the global ranking.
Although the median and the mode have a fixed value for the rating, the rank
oscillates a little bit for the first reviews to stabilize very quickly. We observe
such behavior for most of the hotels in our database.
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Table 3. Average number of ranking that deviate from the final ranking with more
than 2 ranks. In bold, the lowest value. The significance levels are computed with a
one-way analysis of variance.

Boston Las Vegas New York Sydney

Weighted mean 29.606 154.640 96.660 23.450
Mean 45.833 227.120 156.930 28.460
Median 23.652 189.770 91.870 12.760
Mode 29.758 254.170 73.550 17.330

p-value 0.000 0.006 0.000 0.000

5.2 Robustness

Finally, we look at the robustness of each aggregator by taking the number of
outliers required to alter the ranking of a given hotel. For each hotel, we inject
outliers with the highest possible ratings, i.e. 5, until the rank changes. Table
4 summarizes the results for each city. Two reviews are enough to change the
rank when the aggregator is the weighted mean, around 5 for the mean while the
median and mode need 20 and 15 outliers respectively. The mean and weighted
mean can be changed with a very low number of additional ratings. However,
the mode, and in particular the median require a relatively large number of
additional ratings, and are thus more difficult to manipulate.

Table 4. Average number of outliers (with highest ratings ’5’) required to alter the
ranking. In bold, the highest value. The significance levels are computed with a one-way
analysis of variance.

Boston Las Vegas New York Sydney

Weighted mean 1.922 2.153 2.155 1.464
Mean 3.328 5.102 8.041 1.948
Median 10.297 40.602 22.639 3.639
Mode 9.047 23.867 22.309 3.691

p-value 0.000 0.000 0.000 0.000

6 Strategyproofness

Besides influencing the conclusions that are drawn from a given set of ratings,
the way that ratings are aggregated can also have an influence on the reports
that users will submit. In this section, we consider to what degree users have an
incentive to report a rating that differs from their true perception in order to
manipulate the ranking.

We make the assumption that a rater has a single most preferred score that
she would like to see as the aggregated score of the item being rated. For an
honest rater, this value should be the true perception of quality. We furthermore
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Fig. 2. A New York hotel

assume that when it is not possible to make the aggregated score take this
most preferred score, the rater would like to bring it as close as possible to it.
In the language of decision theory, this means that raters have a single-peaked
preference profile: their preference for different ratings has a single peak at their
most preferred score and drops monotonically to both sides of it.

Now consider the rating that such a user should report to best achieve its ob-
jective. In a strategyproof reputation system, a rater can expect the best possible
outcome by reporting her most preferred score.11 However, this is not always
the case. For example, if a product currently has 5 reports with an arithmetic
mean of 4, and the rater would like to see a score of 3, then it would be best
off to report 1 and drive the mean to 3.5 rather than 3 and obtain a mean of
3.833. We believe that such manipulation strategies are the source of much of
the reporting bias we can observe in practical reputation sites, and we conjecture
that much more useful information could be obtained if the systems were indeed
strategyproof.

Definition 3. An aggregation function is strategyproof (or truthful) if there is
no incentive for any of the reviewers to lie about or hide their private valuation.
11 Note that this does not have to be the true quality.
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6.1 Mean and Weighted Mean

The mean and the weighted mean are not strategyproof. Consider that the re-
viewers are sorted in order of their private opinions. Let r̄ be the mean (or
weighted mean). Any reviewer aj with a private opinion below the mean has the
incentive to submit an exaggerated negative review in order to push the mean
downwards. Likewise, a rater with a private opinion higher than the mean has
the incentive to submit an exaggerated positive review.

6.2 Median

Moulin proves that, when preferences are single-peaked along the real line, the
median is the only strategyproof preference aggregation scheme [11]. Assume
that the reviewers {a1, ..., an} are sorted increasingly according to their private
opinion of a hotel A. Let ri be the private opinion of the reviewer ai, so ri+1 ≥
ri. Let r∗ denote the median rating, corresponding to reviewer ai∗ . Obviously,
reviewer ai∗ should not deviate. If a reviewer aj with j < i∗ misreports a lower
value than rj the median rating will not change. Misreporting a value higher
than rj , on the other hand, can only increase the median, and therefore make
the public reputation of the hotel even further from aj ’s private opinion. The
same argument applies for any reviewer aj with j > i∗. As long as the tie-
breaking is independent of the reviews, then the same argument holds even if
there is an even number of raters in the system.

In addition, Moulin ([11]) also shows that aggregation through the median
is Pareto optimal and anonymous.

6.3 Mode

The mode is not strategyproof. Assume that two reviewers have the same private
opinion r1 and three reviewers have same private opinion r2 > r1. Let aj be a
reviewer whose private opinion is rj < r1. If the reviewer misreports and submits
a review with the value r1 she has successfully modified the public reputation of
the hotel from r2 to r1, which is a better outcome for aj .

7 Conclusion

We considered different ways of aggregating ratings, in particular the mean,
weighted mean, median and mode. All review sites that we are aware of aggre-
gate ratings by taking their mean, and if ratings were unbiased and normally
distributed the different notions would not differ much. However, in actual review
sites there are many biases, and the three methods give very different results.
In hindsight, we find it surprising that other ways of forming averages have not
been considered.

We considered three criteria: informativeness as reflected by the degree to
which the ranking fluctuates over time, robustness as reflected by the number
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of reports necessary to change the aggregate, and strategyproofness as reflected
by the incentive to file truthful reports to move the average as close to them as
possible.

On all three criteria, the mean seems to be the worst way of aggregating
rankings: it changes the most frequently, it is the least robust, and it is not strat-
egyproof. While the weighted mean is in general more informative, the median
is significantly more robust. Finally, only the median is strategyproof. Strate-
gyproofness may greatly increase the quality of rating information that is col-
lected, provided that raters actually understand it. This would be an interesting
subject for a user study.

We thus conclude that for using reputation sites to help users in their choices,
aggregation through the median or mode are likely to be better choices than the
mean. However, we recognize that if the purpose of the reputation system is
to encourage good quality, i.e. to deal with the moral hazard problem, it may
actually be desirable for raters to be able to move the ranking easily. The two
aspects should be weighed by the designer of a reputation system.
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Abstract 

In this paper we develop and empirically test a model of the dynamics of perceived 

informal power in organizations. We argue that individuals tend to attribute power to 

actors who are perceived as powerful by many others (imitation). We further suggest 

that interpersonal trust relations with a specific individual increase the likelihood of 

power attributions to this person. Emphasizing instrumental motives and the 

importance of brokerage for power acquisition, we also argue that employees using 

indirect influence strategies are more likely to be perceived as powerful. However, 

emphasizing affective motives, we suggest that the use of direct strategies like 

negotiation and persuasion increases perceived power. We apply stochastic, actor-

based models for network evolution to longitudinal social network data (4 waves) 

collected in the management team of a German Paper Factory (n=17). Results show 

strong effects of imitation and interpersonal trust, and support for the negative effect 

of indirect formal strategies.  

 

 

Key words: perceived informal power, reputation, trust relation, influence strategies, 

network dynamics. 
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Introduction 

The purpose of this article is to develop and empirically test a model of the perceived 

informal power differences in organizations. Power since long occupies a central 

position on the research agenda of organizational scholars, who also acknowledge the 

importance of distinguishing between formal and informal power on the one hand 

(Brass, 1984; Krackhardt, 1990), and between objective and perceived power 

differences on the other hand (Bacharach & Lawler, 1976; Gioa & Sims, 1983; Fiol, 

O’Connor & Aguinis, 2001).  

Informal power has been variously defined as the ability to influence others and 

get things done (Brass, 1984; Emerson, 1962), to mobilize resources (Roberts, 1986), 

or to lead through “personal appeal” (Krackhardt, 1990). Power perceptions (Meindl, 

Ehrlich, & Dukerich, 1985; Pastor, Meindl, & Mayo, 2002; Pfeffer, 1977) or power 

mental models (Fiol et al., 2001:225) refer to “organized mental representations of 

one’s own and others’ power”. More specifically, reputational or perceived power has 

been defined as the set of beliefs others hold about how powerful an actor is (ibid). 

Hence, an actor is powerful when seen as powerful by others. Certain organizational 

members may appear to be influential in the eyes of others, whereas others may be 

perceived as rather powerless.  

The study of the perceived informal power differences is important for several 

reasons. First, variations in power can have a tremendous impact on the success or 

failure of many organizational processes, including the individual level, group level, 

and organizational level outcomes. On one hand, deviations from formal lines of 

command undermine the legitimate lines of communication and authority, and thus 

may be detrimental for the functioning of the organization. Disproportionate influence 

of one individual can also have disruptive consequences on the team process by 

reintroducing hierarchy. On the other hand, the emergence of capable informal leaders 

can also be beneficial and may help resolve problems resulting from imperfections in 

the design of the formal structure (Cross & Prusak, 2002; Krackhardt & Hanson, 

1993). Influential individuals are likely to control the resource flows and potential 

opportunities in organizations. Employees can reap rewards in terms of access to and 

control over diverse communications, distribution of ideas and other valued resources 

throughout their immediate social circle by knowing how much and what kinds of 

power others have. Second, employees usually do not respond to objective power, but 

to subjectively perceived power of other actors (Gioa & Sims, 1983). Hence, the 
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formally powerful are not always those who really have the power. Often individuals 

in low-ranking positions may be perceived as informally powerful and therefore be 

able to exert much more influence than formally powerful actors. This power is not 

associated with their formally defined positions within the organization (Aghion & 

Tirole, 1997; Ibarra, 1993).  Third, in complex organizations, even formal power 

concerning specific issues or domains is not always clearly defined. Reputation may 

be most important when objective information on an actor’s behavior is scarce or 

absent (Sharman, 2007). Employees will make use of behavioral, structural, and 

situational cues in order to infer who is powerful.  

Despite the attention that has been paid to informal power and power 

perceptions separately, efforts to model the antecedents and dynamics of perceived 

differences in informal power reputation still are surprisingly scarce. Research on 

power perceptions so far has focused on the determinants of subordinates’ perceptions 

of managerial power (Bacharach & Lawler, 1976; Gioa & Sims, 1983), leaving 

unaddressed how peers evaluate informal power differences among subordinates as 

well as between subordinates and superiors. Furthermore, most research on informal 

power has been cross-sectional in nature, with the result that little is known about how 

reputational power changes through time. 

Hence, our study addresses the following two questions: Why are some 

organization members perceived to have more informal power than others? Which 

factors affect the stability or change of perceptions concerning someone’s informal 

power position? Building on previous research in the field of social networks and 

power tactics, we argue that (changes in) perceived informal power of a focal actor is 

driven by other actor’s perceptions of the focal actor’s informal power (i.e., his power 

reputation), the focal actor’s use of power strategies, and the focal actor’s social 

embeddedness. 

In what follows, we will first elaborate the theoretical background and derive 

testable hypotheses. Section three presents the research design and data. Section four 

presents the results. Section five concludes. 

 

Theoretical Background 

A crucial question for actors in organizations is how to assess who has power in their 

social environment. Organizational settings are characterized by a great deal of 

ambiguity. There is always a certain level of uncertainty concerning whether or not an 
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employee is actually powerful. As a consequence, in order to evaluate the relative 

informal power of a focal actor, individuals will have to make use of both direct and 

indirect cues as indicators of the focal actor’s position. Direct cues can be drawn from 

own observations of a focal actor’s behavior towards oneself or others. For example, 

by observing how a colleague successfully influences others in my team may affect 

my perception of this colleague’s informal power. Indirect cues can result from 

information provided by others concerning a focal actor’s informal power. For 

example, my assessment of a colleague’s informal power may increase if my team 

mates regularly refer to her as the one who succeeded in getting her ideas 

implemented. More specifically, previous research identified three core mechanisms 

accounting for the emergence of perceived informal power differences in uncertain 

environments: rational imitation, power strategy use, and social ties. We will address 

each of them in turn. 

 

Rational Imitation 

Informal power differences and status hierarchies emerge in bilateral interactions 

between group members (Gould, 2002). Even in relatively small groups, there are 

limits to the horizons of observability (Friedkin, 1983): group members can not 

directly observe all interactions. People often work in different groups, and thus 

participate in different social worlds. Organizational members may be unaware of the 

social relations between other employees, and the extent to which a certain actor is 

influential in such relationships. Since one is never embedded in every possible 

interaction that is taking place in the organization, the available information regarding 

degree of influence of another actor is to a certain extent limited. In addition, power 

differences between exchange partners can change through time. Uncertainty about 

the relative distribution of informal power will be the result: individuals will have 

only partial information about a focal actor’s relative position towards other members 

in the group. Individual judgments in this ambiguous situation are generally more 

open to the influence of others, hence one way to cope with the uncertainty is to rely 

on the power attributions of other actors in the system. Theoretical approaches 

ranging from rational choice (Hedstrom, 1998) and game theory (Barrera & Buskens, 

2007) to Neo-Institutional organization theory (DiMaggio & Powell, 1983; Wittek, 

2003) have pointed towards imitation as a viable strategy for dealing with uncertainty. 

Most of this research refers to assessment of trustworthiness of exchange partners. We 
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propose that imitation will also be an important strategy driving perceptions of 

informal power differences in groups.  

In judging an actor’s reputation individuals are likely to look for cues and 

associations from others in the group (Sharman, 2007). They scan the environment for 

potentially valuable information on (changes in) the relative power position of other 

group members. This information can reach them directly through personal 

observation or indirectly via the grapevine, i.e. through communicating with others.  

 

Hypothesis 1 (Rational Imitation). The higher the number of group members 

who perceive a focal actor to be powerful within the group at t0, the more likely 

it is that ego perceives the focal actor as powerful at t1. 

 

Interpersonal Ties 

A second source of information about an actor’s relative position in an informal 

power structure is personal ties to others. We emphasize personal ties since they are 

usually characterized by mutual trust and respect. Organizational members who have 

a personal tie with each other are more likely to trust each other, and hence share 

valuable information and advice. Furthermore, a personal tie to a focal actor can be an 

especially useful source of more complete information concerning the focal actors’ 

social relations to other group members, as well as degree of influence he or she has 

in such relationships. The more I trust, the more likely I will get a positive impression 

of this person, and the more likely I will be disposed to believe this person’s accounts 

relating to interactions with third parties (Hess & Hagen, 2006). Previous research has 

also suggested that individuals in organizations see themselves as more popular than 

they actually are (Kumbasar, Romney, & Batchelder, 1994). This bias is likely to play 

a role in the focal actor’s communication with trusted alters. Persons linked to the 

focal actor by an interpersonal trust relationship have a higher likelihood to be 

exposed to the focal actor’s (biased) accounts of social influence attempts. With 

interpersonal trust increasing the willingness to believe the trusted person’s accounts, 

perceived power between persons linked by an interpersonal trust relation should be 

higher than perceived power of persons with whom no interpersonal trust relation 

exists. 
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Hypothesis 2 (Interpersonal ties). The stronger the interpersonal trust between an 

individual and a focal actor at t0, the more likely it is that he or she will perceive 

the focal actor as powerful at t1.  

 

Power Strategies 

A third potential indicator of an individual’s informal power is behavioral cues. The 

use of power strategies has been shown to play a significant role in affecting power 

perceptions of others. Power strategies are a means by which an individual tries to 

accomplish his or her personal goals in a social environment, such as enhancing and 

maintaining his or her hierarchical position (Kyl-Heku & Buss, 1996; Lund, Tamnes, 

Moestue, Buss, & Vollrath, 2007). The use of influence strategies in itself may be 

regarded as a source of power, and hence is positively related to perceptions of power 

(e.g., Brass & Burkhardt, 1993; Gioa & Sims, 1983). 

Building on the distinction between direct and indirect power strategies (Morrill & 

King Thomas, 1992), we elaborate two competing mechanisms. The first mechanism 

emphasizes affective motives and the importance of direct, bi-lateral strategies. 

Influence tactics based on negotiation and persuasion help to create and reinforce 

interpersonal bonds, as well as build and reproduce interpersonal trust. Furthermore, 

by using direct strategies an individual signals concern for the other and the 

relationship. According to this perspective, employees who are skillful in the use of 

direct influence strategies are more likely to elicit cooperative behavior from others, 

thereby building a reputation of someone who gets things done and can be trusted.  

The preference for direct strategies will be positively related to the actors’ power 

reputation. The more one engages in direct, bi-lateral strategic behavior, the more 

powerful he will be perceived by others. 

 

Hypothesis 3 (Direct power strategies). The stronger a focal actor’s tendency to 

use direct power strategies at t0, the more likely it is that ego perceives the focal 

actor as powerful at t1. 

 

The second perspective emphasizes instrumental motives and the importance of 

brokerage for power acquisition. Actors in brokerage positions need to engage in 

brokerage behavior to reap the benefits of their social network. Employees who are 

skillful in the use of indirect, tri-lateral strategies of influence (e.g., gossiping) are 
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able to manipulate information, and exploit information asymmetries. Furthermore, by 

using the strategies that are based on social display and networking, an actor signals 

ability to bring together his social contacts (e.g., mobilize a coalition) when this is 

likely to generate some advantage, thus enhancing a reputation of someone who is 

able to influence others and get informal support.  The preference for indirect 

strategies will be positively related to the actors’ power reputation. The more one 

engages in indirect, tri-lateral strategic behavior, the more powerful he will be 

perceived by others. 

 

Hypothesis 4a (Indirect power strategies). The stronger a focal actor’s tendency to 

use indirect power strategies at t0, the more likely it is that ego perceives the focal 

actor as powerful at t1. 

 

The use of indirect strategies that involve high-ranking organization members as a 

third party signals association with “winners”, with the successful and the powerful. 

Previous research has shown that individuals’ personal reputations can be enhanced 

by the mere perception that one is socially connected to prominent others (e.g., 

Kilduff & Krackhardt, 1994). By basking in the superiors’ reflected glory, one may 

build a reputation of an influential actor (Pfeffer & Fong, 2005). Hence, we assume 

that the preference for indirect strategies involving superiors will be positively related 

to the actors’ power reputation. The more one gets things done through the superior, 

the more powerful he will be perceived by others (basking in reflected glory effect). 

 

Hypothesis 4b (Formal power strategies). The stronger a focal actor’s tendency to 

use formal power strategies at t0, the more likely it is that ego perceives the focal 

actor as powerful at t1.  

 

On the other hand, indirect strategies involving superiors can also be detrimental 

for one’s power reputation among other employees. The “basking-in-reflected-glory-

effect” may also work in reverse in a sense that connections to formally powerful 

individuals who are viewed negatively, for example, could detract from one’s 

reputation (e.g., Mehra, Dixon, Brass, & Robertson, 2006). Complaining to someone 

in a higher formal position, for example, may signal one’s inability to get things done 

and may destroy interpersonal trust. Hence, the preference for indirect strategies 
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involving superiors will be negatively related to the actors’ power reputation: the 

more one gets things done indirectly through the assistance of the higher-ranking 

organizational members, the less powerful he will be perceived by others. 

 

Hypothesis 4c (Formal power strategies). The stronger a focal actor’s tendency to 

use formal power strategies at t0, the less likely it is that ego perceives the focal 

actor as powerful at t1.  

 

Data and Method 

Investigating the mechanisms behind the evolution of perceived informal power in 

organizational settings requires sociometric choice data. It also requires a setting in 

which some substantial change in the formal and informal interaction patterns has 

taken place. Network panel data (four measurements with six months intervals 

between each wave) that were collected from the members of the management team 

of a German Paper Factory from late 1995 until mid-1997 (Wittek, 1999) meet these 

criteria.  

The Organization 

The organization was located in a village with 800 inhabitants in southern Germany. 

It had seven departments: production, the chemical lab, maintenance, logistics, 

personnel, technical customer service and a project department. There were 17 male 

managers with a mean age of 40.53 (range: 28-51; SD = 10.19) who had worked 

11.59 years (SD = 11.8) for the organization. Two-thirds of the managers had a degree 

in engineering.  

When fieldwork started in 1995, the factory had 170 employees and two paper 

machines. After a bankruptcy in 1993, the company was taken over by German 

multinational, which decided to invest 40 million German Marks to enlarge the site by 

adding a new production hall and a third paper machine. The latter was scheduled to 

be operative on 1 September 1995. This project and the realization of the deadline of 

1 September 1995 comprised the most central event in the factory throughout the 

observation period. During this time the managers had to cope with a double 

workload. In addition to their individual function in the daily production process, they 

were now also responsible for the successful realization of the common project. 

Mutual interdependence between the managers and the necessity to coordinate and 

cooperate reached previously unknown heights. During this phase, a clear group goal 
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was present. With the successful completion of the project at the end of 1995, the 

common group goal disappeared, although the production department still formed a 

single entity. The allocation of responsibilities concerning the new paper machine was 

highly ambiguous. In the beginning of 1996, solving the new machine’s 

implementation problems was, on the whole, considered to be a joint task. Finally, in 

1997, the production department was split up into three semi-autonomous units.  

The team in which most of the managers participated on a regular basis was 

characterized by stable membership, frequent unscheduled lateral and vertical 

communication, and weekly meetings. Evidence from participant observation and a 

survey confirms the self-perceptions of the team members as a highly solidary work 

unit operating on the basis of trust rather than hierarchical control (see Wittek, 1999, 

pp. 86-100, 122-134). All the managers described their team as a “trust culture”. 

 

Measures 

Reputational Power. Individual power was assessed at four points in time by asking 

each respondent to indicate on a 5-point Likert scale ranging from 1 (very little 

influence) to 5 (very much influence) how much influence each colleague (from the 

presented name list) has in the work activities of the factory. The question was 

worded as follows: “In each team there are members who – due to their personality or 

experience – have more influence on collective decisions than others. Through their 

enthusiasm or charisma they succeed more often than others to convince their 

colleagues about their ideas, and to get their ideas implemented. In your opinion, how 

much influence does each of the colleagues in the following list have (including 

yourself)?” To model the dependent network observations with the module SIENA 

the reputational power measure had to be dichotomized. Scores ranging from 1 to 3 

were coded as “0” and scores ranging from 4 to 5 were coded as “1”.  

Power Strategies. Three types of power strategies were measured: direct, indirect, and 

formal. Each of them was measured at two points in time (i.e., in wave one and wave 

three, respectively). The question referred to how respondents dealt with cooperation 

problems: “There are many ways how people deal with cooperation problems. How 

appropriate do you, personally, consider each of the following behaviors?”. The 

question was followed by twelve statements, five of which are used in our analysis. 

Two items capture direct strategies: bilateral arguing (“To speak to the other person in 

private”) and public negotiation (“To discuss the problem during a meeting”). Indirect 
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strategies were measured with two items: retaliation (“To pay the person back with 

his own medicine”) and resignation (“To keep one’s anger for oneself and do 

nothing”). Formal strategies were measured with one item: complaining to a superior 

(“To complain to the manager over colleague”). Respondents were asked to rate the 

appropriateness of each strategy on an interval scale ranging from -100 per cent 

“inappropriate” to +100 per cent “appropriate”, respectively, on a bipolar scale (later 

recoded into scores between -1 and +1). Since the strategies were measured only 

twice, the values of wave two and wave four had to be imputed. Appropriateness of 

the strategies at the second time point was imputed using the reported values in the 

first time point. Similarly, appropriateness of the strategies at the fourth time point 

was imputed using the reported values in the third time point. 

Interpersonal Trust. The interpersonal trust level was measured at four points in time 

by the following question: “We all feel closer to some colleagues than to others. By 

“closeness” we mean how strongly you trust a specific colleague. For example, who 

do you confide important personal information (private or work related) to? Please 

indicate on the following list of colleagues, which of the descriptions comes closest to 

your relationship with this colleague.” The answer categories were: “Person not 

known to me”, “Distant – you would not confide even unimportant personal matters 

to this person”, “Neutral – you do not know this person well enough to confide 

personal matters to him”, “Strong – you confide matters to this person that are 

relatively important to you” and “Very strong – you confide matters to this person that 

are very important to you”. 

Formal Position. Formal position was included as a control variable. Information on 

each manager’s formal position was assessed based on organizational chart during 

fieldwork. It is coded as “1” if the respondent was a supervisor of at least one person 

in the network, and “0” otherwise. 

Difference between Periods. Ethnographic evidence on the organization showed that 

during the second measurement, some major changes in the structure had been 

implemented, which seriously affected the site managers’ power position, and also led 

to substantial changes in the informal relations. To control for the difference between 

periods a dummy period variable (coded “1” for the second period and “0” for the 

others) was included in the model. 
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Method 

In order to study the dynamics of networks we applied recently developed stochastic 

actor-based network model (see Snijders, 2005) for the analysis of longitudinal data 

on social networks. The model is implemented in the SIENA – part of the StOCNET 

software package (Boer et al., 2006; Snijders, 2005; Snijders et al., 2007). The 

continuous model describes the development of a social network through time as a 

result of relational changes made over time by members of the network. The first 

network observation is itself not modeled but used only as a starting point of the 

simulations. The model estimates the behavior rules that fit best the observed 

trajectory of the networks. The network structure, individual attributes and dyadic 

covariates are taken into account. In addition to the parameters corresponding to the 

proposed hypotheses, a number of control parameters was included. As general 

control variables SIENA automatically includes the constant change rate (the amount 

of change between the two measurement moments) and density. Furthermore, we take 

into consideration difference between measurement periods and actors’ formal 

position in the organization as control variables since both might have an impact on 

power attributions. 

 

Results 

Table 1 presents several descriptive statistics. The average degree of influence (i.e., 

the average number of people one perceives as influential) and the average degree of 

trust (i.e., the average number of people one trusts) show the substantial change in the 

informal interaction patterns that occurred through out the fieldwork period in the 

organization. The mean statistics of power strategies suggest that public negotiation is 

considered as the most appropriate means of dealing with cooperation problems, 

whereas retaliation appears to be the least appropriate strategic behavior.  

 

- Table 1 about here - 

 

The results of the analyses are summarized in Table 2. First, the results on the 

descriptive level will be addressed, and then those pertaining to our hypotheses. We 

will refer to the parameters by their numbers in the table, and first address the effects 

of the control variables. 

- Table 2 about here - 
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The network rate parameters indicate that the highest estimated average amount of 

change per actor occurred from the third to the fourth time point at which the 

influence network was observed (period 3). The negative outdegree effect (4) 

indicates a low density of the network and has no substantial meaning otherwise. The 

significant dummy effect for period 2 (5) indicates that in the second period there was 

a particularly strong trend to withdraw informal power from actors in one’s network. 

We also controlled for actors’ formal position (8) in the organization. There was no 

significant effect of formal position on informal power over time, that is focal actors’ 

formal power had no effect on whether or not over time he was perceived as 

informally powerful by others. 

Turning to the hypotheses, the popularity effect (6) captures the idea that the more 

group members perceive a focal actor as powerful at t0, the more likely it is that ego 

will see the focal actor as powerful at t1. This parameter is significant and points into 

the predicted direction, thus lending support to our hypothesis concerning rational 

imitation (H1). 

The interpersonal ties hypothesis (H2) posits that the more ego trusts the focal 

actor at t0, the more likely it is that ego will perceive the focal actor as powerful at t1. 

The trust effect (7) was significant and points in the predicted direction, supporting 

the interpersonal ties hypothesis. 

 The bilateral arguing and the public negotiation effects capture the idea that the 

stronger the actors’ tendency to use direct power strategies at t0, the more likely it is 

that this actor will be perceived as powerful by others at t1. Both the bilateral arguing 

effect (9) and the public negotiation effect (10) are not significant: bilateral arguing 

and public negotiation do not play a role in power attribution process. These findings 

do not provide support for H3, according to which the use of direct power strategies 

increases a focal actors’ perceived informal power. 

According to the indirect power strategies hypothesis (H4a), individuals who use 

indirect strategies at t0 are expected to be seen as powerful at t1. The retaliation effect 

(11) is significant at the 10% level, but points into the opposite direction as predicted 

by the hypothesis. The resignation parameter (12) is not significant. This implies that 

H4a has to be rejected. 

The two competing hypotheses concerning (indirect) formal power strategies 

suggest that one’s tendency to use formal power strategies at t0 may result in others 

perceiving the focal actor as more powerful (H4b) or as less powerful (H4c) at t1. The 
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“complain to superior” parameter (13) was significant and has a negative sign. This 

finding lends support for H4c and disconfirms H4b: individuals activating formal 

authorities to influence others are less likely to be viewed as informally powerful by 

other group members. 

  

Discussion and Conclusion 

In the current study we addressed the following two questions: Why are some 

organization members perceived to have more informal power than others? Which 

factors affect the stability or change of perceptions concerning someone’s informal 

power position?  

Consistent with theories pertaining to rational imitation, we found that the 

higher the number of group members who perceive a focal actor to be powerful within 

the group at t0, the more likely it is that ego perceives the focal actor as powerful at t1. 

That is, to deal with uncertainty concerning who is powerful, individuals tend to rely 

on other actor’s perceptions of the focal actor’s informal power. This finding is in line 

with previous studies reporting individual tendencies to perceive popular actors as 

even more popular than they really are (Kilduff, Crossland, Tsai, & Krackhardt, 

2005). In a similar way a large number of power attributions to a focal actor within a 

group increases the likelihood that the focal actor will be perceived by ego as 

powerful or perhaps even more powerful over time. More generally, the findings 

underline the importance of imitation as a strategy to cope with uncertainty 

concerning social processes in groups. 

Further, we found support for a social embeddedness argument (the 

interpersonal ties hypothesis). Close interpersonal trust relationships between actors 

serve as a source of information concerning the focal actors’ interactions with other 

group members, as well as his or her degree of influence in such relationships. Our 

finding supports the idea that individuals tend to rely on the trusted person’s accounts 

when attributing power to him/her. Therefore, the more ego trusts the focal actor, the 

more likely he is to perceive the focal actor as powerful over time. This result 

indicates the importance of considering egos’ personal ties to other organizational 

members as a valuable source of information on (changes in) their relative power 

position. 

As far as the effect of power strategies is concerned, our hypotheses found only 

partial and weak support. The direct strategic behavior has no effect on individual’s 
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informal power. A possible explanation for this finding might be that this type of 

strategic behavior may be visible only to a very limited number of the organizational 

actors, and hence less relevant for the change in one’s power reputation in the group 

as a whole. Furthermore, we found no support for our hypothesis concerning the 

effect of indirect strategic behavior on perceived informal power dynamics. A 

possible explanation for this result could be related to measurement issues. For this 

study we chose to build on the distinction between direct and indirect power strategies 

(Morrill, & King Thomas, 1992). It is possible that the chosen measure could not 

capture the strategic behavior characteristic of actors in our sample. Future research 

might eventually benefit using other measures of power strategy use which have been 

proposed in the literature and focus on other theoretical dimensions (Kellerman & 

Cole, 1994). For example, focusing on managerial power strategies, Gioa and Sims 

(1983) suggest distinguishing between positive, punitive, and goal-setting strategies 

(rather than building on the distinction between direct and indirect strategies) as 

behaviors that will differentially affect power perceptions of subordinates. 

Furthermore, the measure is based on self-reports and focuses on the perceived 

appropriateness of certain strategies rather than actual strategy use. Our results 

suggest that to measure strategic behavior of organizational actors it might be 

important for future research to incorporate different reporters of the actual strategy 

use in organizational setting. 

We found support for our hypothesis concerning the negative effect of (indirect) 

formal strategy use on perceived informal power dynamics. Organizational members 

appear to interpret this type of strategic actions by a focal actor as a signal of his 

inability to get things done. Individuals activating formal authorities to influence 

others are therefore less likely to be viewed as informally powerful by other group 

members. This finding is in line with earlier research suggesting that connections with 

high-ranking supervisors could detract from one’s reputation rather than enhance it 

(e.g., Mehra, Dixon, Brass, & Robertson, 2006).  

Our results indicate that in addition to the effects of the individual level 

variables, the perceived power dynamics are strongly affected by what’s going on in 

the organizational setting throughout the measurement period. In the setting under 

study, power play in the wider organizational context not only resulted in a temporary 

decrease of the site manager’s informal power, but led to an overall depletion of 

informal power attributions in the whole system. This aspect of power dynamics in 
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the network is in line with ethnographic observations which showed a general 

decrease of communication and interpersonal trust during this phase (Wittek, 1999). 

On a theoretical level, these processes lend strong support to earlier suggestions 

indicating the need to consider transfer of power across organizational levels (Fiol et 

al., 2001), and the importance to take context effects seriously (Johns, 2006). 

The following limitations of the present study should be noticed. First, the 

current results build upon one single case, the management team of a German Paper 

Factory, consisting of relatively few persons. Hence, more research on different 

organizational settings and contexts is needed to be able to generalize our results. 

Second, our operationalization of power strategies focuses on tactics that might be 

less relevant for capturing strategic behavior that others perceive as cues for an 

individual’s power.  Finally, whereas our power perceptions were measured at four 

points in time, power strategies were measured only at two points in time (i.e., in 

wave one and wave three, respectively), and therefore wave two and four had to be 

imputed by values obtained from the last available measurement point. The 

imputation procedure could have an effect on the obtained results. Hence, future 

studies could benefit form a better measurement of strategic behavior. 

Despite the mentioned limitations, this study represents an important 

contribution to the existing empirical research focused on modeling the antecedents 

and dynamics of perceived differences in informal power reputation. Empirical 

studies on perceived power dynamics in real life settings, based on longitudinal 

network data, are scarce. An important conclusion from our results is that stability or 

change of perceptions concerning someone’s informal power position are driven by 

other actor’s perceptions of the focal actor’s informal power, the focal actor’s social 

embeddedness in networks of interpersonal relationships, and the focal actor’s use of 

power strategies. Questions raised by the current study indicate that further research 

on informal power perceptions has the potential to offer additional fruitful and 

necessary insights concerning the antecedents and dynamics of perceived differences 

in informal power reputation.  
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Tables 
 
Table 1. Descriptive Statistics of Actors (N=17). Average Degree for Influence and 
Trust Networks and Means for Power Strategies. 
 

Network characteristic Time point 1 Time point 2 Time point 3 Time point 4 

Average degree influence 1.69 4.56 1.19 5.44 

Average degree trust 1.75 5.13 1.06 3.00 

Bilateral arguing 0.49 0.49 0.29 0.29 

Public negotiation 0.60 0.60 0.32 0.32 

Retaliation       -0.92       -0.92       -0.88       -0.88 

Resignation       -0.72       -0.72       -0.62       -0.62 

Complain to superiors       -0.28       -0.28       -0.22       -0.22 
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Table 2. Informal Power over Time. Parameter Estimates and Standard Errors (SE) 
for Network Dynamics. 
 

 Model 

Control variables Estimate SE 

1. Network rate parameter (period 1)  8.67      1.85 

2. Network rate parameter (period 2)  6.97      1.13 

3. Network rate parameter (period 3)   25.88 10.02 

4. Outdegree (density) -3.55     0.40*** 

5. Dummy period 2 -2.11     0.54*** 

Structural effects   

6. Popularity of alter 0.66     0.11*** 

Dyadic attributes / explanatory network variables   

7. Trust 0.40     0.08*** 

8. Formal position  0.35      0.29 

Actor attributes (direct strategy)   

9. Bilateral arguing -0.07 0.14 

10. Public negotiation  0.26 0.22 

Actor attributes (indirect strategy)   

11. Retaliation -1.08   0.65 o 

12. Resignation   0.22 0.14 

Actor attributes (indirect formal strategy)   

13. Complain to superiors -0.30   0.14 * 

Note:  *** p<0.001; ** p<0.01; * p<0.05; o  p<0.10. 
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Abstract. This paper investigates the relevance of reputation for enhancing the 
exploration capabilities of agents in uncertain environments. We present a 
laboratory experiment where 64 subjects are called to take iterated decisions on 
economic investment. Behavioral patterns followed by subjects are first traced 
and recognized and then validated through an agent-based model that exactly 
replicates the experiment and the recognized patterns. Once confirmed the 
experimental patterns, we have created a experimental-data driven agent-based 
model to investigate the effect of reputation on the exploration capabilities at 
the system level. The results show that reputation significantly increases the 
capability of agents to cope with uncertain environments. 

Keywords: reputation; exploration vs. exploitation; laboratory experiments; 
agent-based models; social simulation. 

1   Introduction 

In the real life, agents do not decide what to do just relying on their calculating 
capabilities but often communicate with other qualified people before deciding what 
to do, and are influenced by what others think and tell as well. This happens, for 
instance, when private estate owners are searching for efficient builders to restore 
mansions in a particular area to increase revenues on a real estate market, or when 
entrepreneurs try to sort out trustworthy companies to subcontract a production phase. 
This is a well-known situation when agents behave on markets characterised by 
uncertainty, information asymmetries and ambiguity. In such a situation, quality of 
goods exchanged is difficult to evaluate and guarantee, moral hazard among parties 
involved in a transaction can take place and market failures can easily result (e.g., 
Akerlof 1970; Williamson 1979). The consequence of this is that agents are likely to 
be much sensitive to gossip, reputation and other social information sources (Conte 
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and Paolucci 2002; Sommerfeld et al. 2007). This is where the social dimension of 
the economic action enters the picture (Granovetter 1974; Raub and Weesie 1990; 
e.g., the case of financial markets in Callon 1998; Beunza and Stark 2003; Knorr 
Cetina and Preda 2004; Burt 2005). Such crucial determinants of the concrete social 
contexts where economic action takes place have been investigated also in some 
recent studies in economics (e.g., Durlauf and Young-Peyton 2001; Gui and Sugden 
2005). 

Information exchange and signals can help reduce the gap between what agents 
know and what they should know and take the risk of entering in interaction with 
others. The intriguing issue is that, particularly on markets, information, e.g. what 
agents know about hot and strategic issues, is often kept secret or distorted to gain 
profit. This happens because information is a relevant asset and can be negotiated, 
exchanged or protected (Burt 2005). When this happens, the problem for agents is to 
detect cheaters and trustworthy information sources so to identify the reliability of 
information. 

Following this theoretical background, the paper investigates how reputation and 
social information can affect, at the micro level, the performance of economic agents 
in uncertain environments and, at the macro level, the exploration capability exhibited 
by the system as a whole. In particular, we focus on the capability of agents to detect 
trustworthy information sources while dealing with risky investments and exploration 
processes. In this perspective, we compare social systems where agents can rely just 
on their personal experience and where agents can rely on reputation mechanisms. 

The method suggested in this paper is a combination of laboratory experiments and 
agent-based social simulation (e.g., Janssen and Ostrom 2006). The first step has been 
to design a laboratory experiment to generate robust data on behaviour of human 
subjects in a well controlled decision setting (Boero and Squazzoni 2005). To capture 
the widest possible range of individual decision in uncertain environments, we have 
created an ad hoc experiment that is similar to an external observation of human 
decision in a controlled decision setting. This is, firstly, to avoid to underpin our 
experiment on a pre-established standard framework and to be able to trace the 
highest heterogeneity of subjects’ behaviour. Secondly, this is to explicitly design an 
experiment where the explanatory purpose is not to understand the impact of a 
treatment on a particular variable, neither to analyse the systemic consequence of the 
treatment itself, but rather to identify the behaviour of human subjects up against an 
uncertain decision environment in a bottom-up fashion. The second step has been the 
analysis of the behavioural patterns followed by human subjects, called pattern 
recognition and classification. We have used a two-step cluster analysis on 
experimental data to identify behavioural patterns. The third step has been to design 
an agent-based model to validate the patterns identified in the experimental data, by 
creating a model that rerun the experiment and replicated the behavioural patterns 
previously identified. The assumption is that whether we were able to exactly 
replicate the experimental results this should meant that the abstraction of the patterns 
imposed to experimental data did not imply any information loss. The next step has 
been to design an experimental evidence-based social simulation to introduce 
interaction among agents so to explore the impact of some relevant simulation 
parameters on the micro-macro outcomes.  
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The paper is organised as follows. In the second section we describe the 
experiment. In the third one we summarise the experimental results. By applying a 
two-step cluster analysis to the data, we have identified some clear-cut patterns of 
behaviour followed by the subjects. In the fourth section we describe the process of 
validation of the experimental patterns through an agent-based model that exactly 
replicated the experiment and the behavioural patterns previously identified. In the 
fifth section we introduce an experimental-data driven agent-based model to 
understand the relevance of agents’ interaction and of reputation mechanism in 
generating macro outcomes. 

In conclusion, this paper presents a cross-methodological exercise that shows how 
much explanatory power can be achieved when agent-based models are based on well 
controlled empirical/experimental data. The evidence is twofold: first, we show that 
human subjects tend to exhibit a certain degree of coherence in different decision 
domains; secondly, we show that reputation mechanisms allow people to generate 
more efficient exploration patterns in uncertain environments, although an amount of 
false information circulates within the system. 

2   The “Find the Best” Experiment 

Sixty four subjects participated to the experiment that took place between October 
and November 2007 in two days in the computer laboratory of the Faculty of 
Economics of the University of Brescia, which is equipped with the experimental 
software z-Tree (Fischbacher 1999). Subjects were students belonging to different 
faculties of the University of Brescia, 38 females and 26 males, recruited through 
public announcements. The subjects played 17 rounds of the FTB “Find the Best” 
game. Players have an initial endowment of 1000 ECU and a randomly assigned 
security with a given yield. The space consists of 30 securities with unknown yield. 
Players can ask to have a new security each round. They know just that the game is 
supposed to end with a probability = 0.1. In each round players know just the 
securities discovered in the previous rounds. To discover a new security players have 
an exploration cost of 100 ECU. Whenever players decide not to explore a new 
security, at the end of the round their wealth follows this function: w= ei + Ms where 
ei is the endowment of the previous round and Ms the maximum-yield security 
discovered by players. Whenever players decide to explore a new security, their 
wealth is as follows: w= (ei – explo) + Ps where ei is the initial endowment, explo is 
the cost of exploration and Ps is the yield of the new security discovered through the 
exploration. The expected profit of players follows this function: p= w + (Ms x 10), 
where w is the wealth and Ms is the maximum-yield security discovered by players. 
Players know that expected profit will be paid at the end of the game. 

For example, player A has an initial endowment of 1000 ECU and assigned a 
security that yields 20 ECU. Let us suppose that, at the first round, A chooses to 
explore the space, asks for another security and discovers a security with 30 ECU of 
yield. At the end of the first round A would have a wealth of 930 ECU = 1000 ECU 
(ei ) -100 ECU (explo) + 30 ECU (Ps), but an expected profit of 1230 ECU = 930 
ECU (w) + (30 ECU x 10) if the first round were the end of the game. Let us suppose 
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that A at the second round chooses to further explore a new security and discovers a 
security with 25 ECU of yield. At the end of the second round, A would have a wealth 
of 855 ECU = 930 ECU (ei) -100 ECU (explo) + 25 ECU (Ps), but an expected profit 
of  1155 ECU = 855 ECU (w) + (30 ECU x 10), since Ms, that is, the maximum- yield 
security discovered by players, is still the 30 ECU security. This is to introduce risk 
investment. 

The order of securities’ exploration is a fixed sequence of yields as follows: 27, 23, 
30, 30, 28, 39, 46, 53, 48, 58, 63, 57, 64, 61, 59, 66, 69, and 72 ECU over 17 rounds. 
This means that whenever players ask for a new security will receive a 27 yield 
security in the first round, a 23 yield security in the second round, a 20 yield security 
in the third one, and so on until round 17. 

Players are fictiously divided in groups of four players. Each player supposes to 
repeatedly interact with other three players, fictiously called Tom, Dick and Harry, 
which in reality are automata with a fixed behaviour. Each round, the decision of each 
player is composed of two parts: (1) what to do with securities (exploit the already 
discovered security or explore a new security?) and (2) what information on the 
securities already discovered transmit to Tom, Dick and Harry. Information can cover 
just already discovered securities and can be true or false. Player A can decide 
between four kind of information: 

 
i) A makes known to Tom, Dick and Harry that a given security (that is Ms 

that is the maximum-yield security discovered by A) yields exactly what it 
yields (true information), even if Tom, Dick and Harry do not know that 
the security in question is the Ms of player A; 

ii) A makes known to Tom, Dick and Harry that a given security, namely an 
average yield security discovered by A, yields exactly what it yields (true 
information); 

iii) A makes known to Tom, Dick and Harry that a given security (that is Ms 
that is the maximum-yield security discovered by A) eventually yields 
little (false information); 

iv) A makes known to Tom, Dick and Harry that a given security, namely an 
average yield security discovered by A, yields more that what it really 
yields (false information). 

 
This holds for the first five rounds. The meaning of A sending information to Tom, 

Dick and Harry without any consequence or feedback is to induce A to believe that 
there is an interaction among players. During the subsequent 12 rounds, players A 
begin to receive hints on security yields from Tom, Dick or Harry as informers. 
Informers follow three fixed attitudes: 

 
A= they communicate hints that are always true; 
B= hints concern securities that yield less than what is communicated; 
C= they communicate hints that are always false because yields are 
randomly higher or lower than what they really are. 

 
By introducing Tom, Dick and Harry as group informers we dramatically change 

the possibility to explore the space of securities for players. Now exploration is not 
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just driven by random search, as in the first five rounds, but also by the availability 
and possibility to use hints from other people who are supposed (wrongfully or 
rightfully) to know more. The process of information transmission is fixed, as well as 
what the informers respectively do for each round. As shown in Table 1 whenever 
players A decide to use information coming the informers, so as to explore new 
securities, there is fixed outcome for each round: at round 6, hints on securities will be 
true (=A), while at round 7 they will be false (=B), and so forth. 

  
Round Information sent to 

Players 
Effective Yield Informers 

A= always the truth 
B= always higher yields 
C=higher or lower yields 

6 48 48 A 
7 52 44 B 
8 56 46 B 
9 50 48 C 
10 62 62 A 
11 70 70 A 
12 74 58 B 
13 73 75 C 
14 80 66 C 
15 88 88 A 
16 94 96 C 
17 96 68 B 
Table 1. Structure of informers’ hints from round 6 to the end of the game. 

 
Now, the decision of each player is composed of three steps. The first is what to do 

with securities. On this, there are the following options: 
 

1) exploiting Ms, that is, the maximum-yield security discovered (available 
also in the first five rounds); 

2) exploring the space by discovering a new security via random search 
(available also in the first five rounds); 

3) exploring the space by following informers’ hints (introduced since round 
6). 

 
The second step is the same as in 1-5 rounds and concerns the information 

transmission from A to the fictious group members, Tom, Dick and Harry. The 
options are the four ones mentioned above (i; ii; iii; iv). The information from A is 
addressed to the same member (Tom, Dick or Harry) who has transmitted the 
information to A at the first step. 

To conclude, the “FTB game” issues two challenges to players: maximise their 
expected profit at the end of the game by exploiting or exploring the space of 
possibilities, and discovering/understanding when the hint of the informers is true and 
follow this. 
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3   Experimental Results: Pattern Recognition 

By means of a cluster analysis it is possible to recognize and abstract away some 
behavioural patterns on experimental data, both those concerned with information 
transmission and with decision on securities. The cluster analysis has been applied to 
data on players’ decision as regards to information transmission. The analysis 
dissected three clusters called I1, 2, and 3. They are as follows:  
 

i) I1 cluster (26,6% of subjects) is characterised by cooperative players who 
transmitted true information regardless of the quality of information they 
have received by the informers; 

ii) I2 cluster (50% of subjects) is characterised by conditionally cooperative 
players who tended to transmit true information but also to reciprocate false 
information in turn; 

iii) I3 cluster (23,4% of subjects) is characterised by cheaters who mostly 
exaggerated the yields of the discovered securities regardless of the quality 
of information they have received by the informers. 

 
As shown in Figure 1, while in about 80% of the cases I1 players told the truth by 

transmitting to others the exact yield of the best security discovered, in about 80% of 
the cases I3 players told the false, half the cases transmitting to others higher yields of 
the security discovered. I2 players told the truth in 75% of the cases, transmitting to 
others the exact yield of the best security discovered or other high yields. 
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Figure 1. Information transmitted by players divided into three different clusters, L1, I1, 

and I3.   
 
Table 2, 3, and 4 show data that help confirm the plausibility of the results of the 

cluster analysis. Table 2 shows that I1 players told the truth both when they met 
trustworthy and false informers (A= 88%; C = 88%), I2 players told almost every 
time the truth but were more prompt than I1 players to reciprocate with the informers 
(35% false information to B and 25% false information to C informers), whereas I3 
players transmitted false information in 76% of the cases. Table 3 shows that I1 
players told the truth by transmitting reliable information on best discovered yields 
(91%)), while I2 and I3 players preferred to exaggerate the yield of the discovered 
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securities (65% for I2 and 67% for I3 players). Table 4 shows that I1 players, when 
decided to transmit false information, preferred to tell that yields had lower values 
than higher ones, I2 and I3 players told a partial truth, by transmitting not the best 
yield discovered but some second-best ones. This means that, when I1 players 
decided to cheat others, they did not played it hard so as to not take high 
responsibility in inducing others in following the false information they decided to 
transmit. 

The evidence is that the behavioural clusters show a certain coherence, a small 
degree of conditionality of the cooperation can be found in all the clusters, but with 
significantly lower impact on I1 and I3, and that subjects have perfectly understood 
the game. There is not noisy or illogical behaviour, and players have perfectly 
understood the different trustworthiness of A, B, and C hints. 

 
Informers I1Players 

who returned 
true info 

I1 Players 
who returned 
false info 

I2 Players 
who returned 
true info 

I1 Players 
who returned 
false info 

I1 Players 
who returned 
true info 

I1 Players 
who returned 
false info 

A 88% 12% 88% 12% 27% 73% 

B 78% 22% 65% 35% 20% 80% 

C 88% 12% 71% 29% 25% 75% 

tot 85% 15% 75% 25% 24% 76% 
Table 2. Percentage of players who returned true/false information to informers divided into 
three clusters, I1, I2, and I3.  

 
Informers I1 Players 

who returned 
first best info 

I1 Players who 
returned other best 
info  

I1 Players who 
returned first best 
info 

I2 Players who 
returned other best 
info 

I1 Players who 
returned first best 
info 

I3 Players who 
returned other best 
info 

A 92% 8% 38% 62% 6% 94% 
B 89% 11% 35% 65% 33% 67% 
C 92% 8% 32% 68% 60% 40% 
tot 91% 9% 35% 65% 33% 67% 

Table 3. Type of information returned by players who returned true information to informers 
divided into three clusters, I1, I2, and I3. 

 
Informers I1 Players who 

suggested that 
securities have 
lower value  
(first best) 

I1 Players who 
suggested that 
securities have 
higher values 
(other best) 

I2 Players who 
suggested that 
securities have 
lower value  
(first best) 

I2 Players who 
suggested that 
securities have 
higher values 
(other best) 

I3 Players who 
suggested that 
securities have 
lower value  
(first best) 

I3 Players who 
suggested that 
securities have 
higher values 
(other best) 

A 100% 0% 47% 53% 50% 50% 
B 67% 33% 33% 67% 27% 73% 
C 75% 25% 19% 81% 22% 78% 
tot 77% 23% 30% 70% 33% 67% 

Table 4. Type of information returned by players who returned false information to informers. 
 
The next step has been to extract some simplified behavioural patterns that have 

been translated in a computational pseudo-code that has been used to build the agent-
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based model that replicated the experiment. Table 5, 6 and 7 show the pseudo-code 
for I1, I2, and I3 players. 

 
if (p = 0.75) 
  FIRST_BEST; 
else { 
 if (p = 0.75) LOWER_HIGH; 
 else HIGHER_LOW; 
} 

 
Table 5. The pseudo-code to trace the behaviour of I 1 players. 

 
if (partner trustworthy){ 
 if (p = 0.25) FIRST_BEST; 
 else OTHER_BEST; 
} else { 
 if (p = 0.75) { 
  if (p = 0.25) FIRST_BEST; 
  else OTHER_BEST; 
 } else { 
  if (p = 0.25) LOWER_HIGH; 
  else HIGHER_LOW; 
 } 
} 

 
Table 6. The pseudo-code to trace the behaviour of I2 players. 

 
if (p = 0.25){ 
 if (p = 0.25) FIRST_BEST; 
 else OTHER_BEST; 
} else { 
 if (p = 0.25) LOWER_HIGH; 
 else HIGHER_LOW; 
} 

 
Table 7. The pseudo-code to trace the behaviour of I3 players. 

 
The next step has been to apply the same cluster analysis to data on decisions on 

securities. As mentioned before, in the experiment, players were called to decide 
between random exploration of new securities, hint-following exploration of new 
securities, and exploitation of already discovered securities. The results of the cluster 
analysis allows us to dissect three clusters called A1, A2, and A3 as follows: 

 
i) A1 cluster (31,3% of subjects) is characterised by explorative players who 

took the risk of exploring the space of possibility following the informers’ 
hints; 

ii) A2 cluster (14,1% of subjects) is characterised by players who decided 
depending on the reliability of informers; when the informer is trustworthy, 
they decided to explore but often following random exploration; when the 
informer is not trustworthy, if they decided to explore the space, they did not 
follow informers’ hints; 
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iii) A3 cluster (54,7% of subjects) is characterised by players who followed the 
informers’ hints when informers are reliable, whereas they decided to 
exploit already discovered securities whether the informers hints were not 
reliable. 

 
Figure 2 summarises the distribution of strategies followed by players. As said 

before, A1 players preferred to explore the space (75% of cases), in most cases by 
following informers’ hints, A2 players did not explore the space so much (55% of 
cases) but when they did it they decided to follow a random exploration, and A3 
players preferred not to explore (55% of cases) but when they did it they followed 
informers’ hints. 

 

0%

10%

20%

30%

40%

50%

60%

70%

exploiting exploring rnd listening suggestion

A1 A2 A3

 
Figure 2. Strategies of space exploration followed by players divided into the three clusters, 

A1, A2, and A3.  
 

Table 8 and 9 allow us to confirm the results of the cluster analysis. Table 8 shows 
that A1 players preferred to explore regardless of informers’ hints (there is no 
difference when hints come from A, B, or C), A2 players are sensitive to reliability of 
informers (they followed true A hints in 72% of case, whereas followed C false hints 
in 44% of cases), and A3 players followed the evaluation of the reliability of 
informers in 2/3 of the cases. The behaviour of A2 players is statistically a minority 
but is really interesting. As it is shown in Table 9, such players were sensitive to the 
reliability of the informers’ hints but they decided to randomly explore the space, as 
though they was viewing hints as mere signals of the availability of potentially new 
yields. In a certain sense, they separated the problem of the reliability of informers 
from the quality of the information. 

Like in the previous case, the next step has been to extract some simplified 
behavioural patterns that have been translated in a computational pseudo-code that 
has been used to build the agent-based model that replicated the experiment. Table 10, 
11 and 12 show the pseudo-code for A1, A2, and A3 players. 
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Informers A1 Players who 

decided to 
explore new 
securities 

A1 Players who 
decided to 
exploit old 
securities 

A2 Players who 
decided to 
explore new 
securities 

A2 Players who 
decided to 
exploit old 
securities 

A3 Players who 
decided to 
explore new 
securities 

A3 Players who 
decided to 
exploit old 
securities 

A 79% 21% 72% 28% 69% 31% 
B 73% 28% 44% 56% 36% 64% 
C 74% 26% 44% 56% 30% 70% 
tot 75% 25% 54% 46% 45% 55% 

Table 8. Percentage of players who followed exploration vs. exploitation divided into the three 
clusters, A1, A2, and A3. 

 
Informers A1 Players who 

explored 
randomly 

A1 Players who 
followed 
informers’ hints 

A2 Players who 
explored 
randomly 

A2 Players who 
followed 
informers’ hints 

A3 Players who 
explored 
randomly 

A3 Players who 
followed 
informers’ hints 

A 6% 94% 77% 23% 7% 93% 
B 29% 71% 88% 13% 10% 90% 
C 12% 88% 50% 50% 7% 93% 
tot 16% 84% 72% 28% 8% 92% 

Table 9. Percentage of explorative players who followed random exploration or informers’ 
hints, divided into the three clusters, A1, A2, and A3. 

 
if (p = 0.75) { 
 if (p = 0.25) EXPLORING; 

else LISTENING; 
} else EXPLOITING; 

 
Table 10. The pseudo-code to trace the behaviour of A1 players. 

 
if (partner trustworthy){ 
 if (P = 0.75) { 
  if (p = 0.75) EXPLORING; 
  else LISTENING; 
 } else EXPLOITING; 
} else { 
 if (p = 0.5) { 
  if (p = 0.75) EXPLORING; 
  else LISTENING; 
 } else EXPLOITING; 
} 

 
Table 11. The pseudo-code to trace the behaviour of A2 players. 

 
if (partner trustworthy){ 
 if (p = 0.75) LISTENING; 
 else EXPLOITING; 
} else { 
 if (p = 0.25) LISTENING; 
 else EXPLOITING; 
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} 
 

Table 12. The pseudo-code to trace the behaviour of A3 players. 
 
The next step has been to combine the two cluster analyses so to recognize whether 

players would have shown a coherence between decisions in different domains, such 
as information and space exploration. Our hypothesis was that such decisions, 
although being oriented to different and hypothetically separated decision domains, 
would not being perceived by players as totally independent. 

Table 13 shows two sound evidences on behavioural patterns, at the same time 
providing a sound confirmation of the hypothesis mentioned above. First, players 
who did not follow informers’ hints suggested in turn false information to others. 
The evidence is that A2 players, who decided to explore the space randomly, that is, 
without following informers’ hints, are the same I3 players who decided to transmit 
false information to others. A2-I3 players show a particular and coherent behavioural 
pattern, i.e., they have decided to explore the space randomly, when they knew from 
informers that other securities were available, but they did not trust informers 
deciding at the end to follow random exploration. When they are called to send 
information, they consequently sent false information to others. Secondly, players 
who followed informers’ hints suggested in turn true information to others. In 
fact, table 13 shows that A1 and A3 players are especially distributed in I1 and I2 
clusters. 

 
 A1 A2 A3 
I1 40% 11% 23% 
I2 55% 33% 51% 
I3 5% 56% 26% 

Table 13. Distribution of players for I clusters according to A clusters belonging. 

4 Validation of Experimental Patterns 

The next step has been to validate the patterns that we have previously identified on 
experimental data through an agent-based model that aimed to replicate exactly the 
experimental conditions. All the simulation parameters have been settled accordingly. 
The agent-based model has been based on behavioural algorithms that were aimed to 
specifically reproduce the behavioural patterns described in the third section. Agents 
are 64, are matched with A, B, and C, that is, the informers, which follow the same 
fixed behaviour they followed in the experiment. As in the experiment, at each run of 
the simulation agents are called to take two decisions: action (i.e., random 
exploration, hints’ driven exploration or exploitation) and information (i.e.,  first best, 
other best, lower value or higher value). Since the model makes use of behavioural 
algorithms with probabilistic features, we have run 1000 simulations of the same 
model and averaged the results with different random number generators. 

Simulation results have largely replicated the behavioural patterns recognized in 
the experiment and all the stylized facts that we could abstract away from the 
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experimental evidence. Table 14 summarises the comparison of experimental and 
simulated data and shows that average value and standard deviation at the end of the 
game/simulation are quite similar. Figure 3 shows a comparison of the distribution of 
final profit at the end of the game/simulation. Looking at the Gaussian, the evidence 
is similar, although at the end simulation data showed a higher degree of 
heterogeneity. 

A stronger evidence of the success of the replication came from the distribution of 
players/agents’ decisions. Figure 4 shows a comparison of the strategies that 
players/agents have followed. The distribution is quite similar. As it is shown in 
Figure 5, the same holds true for what players/agents did with information. 

 
Experiment Simulation  

Average Standard 
Deviation 

Average Standard 
Deviation 

Endowment 981,88 292,932 944,6487 275,72832 
BestDiscovered 88,03 11,506 85,4917 5,57511 
FinalProfit 1862,19 309,881 1799,5653 286,87753 

 
Table 14. Comparison of experimental and simulated results. Endowment refers to the average 
amount of assets cumulated over time by the players. BestDiscovered refers to the best yield 
discovered by players. FinalProfit is the profit achieved at the end of the game/simulation. 

 

 
 

Figure 3. Distribution of final profit achieved by players/agents. On the left the experimental 
results. On the right the simulation results. 
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Figure 4.Comparison of players’/agents’ action. Simulation results are  red, experimental 

results are blue. 
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Figure 5.Comparison of players’/agents’ decision on information. Simulation results are  
red, experimental results are blue. 

 
The validity of the replication is further corroborated when we have a look at the 

dynamics of the factors previously taken into account. In figures 6, 7 and 8 we show 
the comparison of dynamics of final profit, endowment, and best security discovered 
between experimental and simulation data. As one can see, there are quite similar 
dynamics. A further confirmation can be found if we look at the Pearson correlation 
coefficient of the representative variables: “final profit” (0,99964), “endowment” 
(0,971084), and “best discovered” (0,999154). 
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Figure 6. Dynamics of final profit over time in the experiment and in the simulation. 
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Figure 7. Dynamics of endowment over time in the experiment and in the simulation. 
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Figure 8. Dynamics of best discovered security over time in the experiment and in the 
simulation. 

 
In conclusion, the simulation exercise unequivocally demonstrates that the analytic 

abstraction that we have pursued by identifying, recognizing and synthesizing 
behavioural patterns on experimental data did not mean a significant information loss 
as regards to what really happened in the experiment. This step allowed us to have a 
well controlled experimental evidence on which to build further simulations that were 
aimed to deal with the analytical purpose mentioned in the introduction. 

5 The Agent-Based Model 

The next step has been to build an agent-based model based on the computationally 
validated experimental patterns described in the previous section so to explore some 
first research questions on the impact of reputation on exploration of space of 
possibility at the agent and at the system level. As we show in Table 15, we have 
exactly followed the distribution of experimental patterns in designing the agent-
based model. The model consists of 100 agents that should improve their profit by 
moving across an uncertain environment of security yields, like in the experiment. 
“Endowment” and “final profit” follow the same function of the experiment. 

The model includes scarcity of resources, so that agents can explore the space just 
if they have enough resources to do it. Unlike the experiment, we assume variability 
of yields that follow over time and not a fixed pattern. Unlike the experiment, the 
space of possibility includes one million of securities of unknown yields. Yields are 
randomly distributed across space according to a function that is squeezed toward 
zero so that there are many low yield securities and fewer high yield securities. Unlike 
the experiment, the model is based on direct interaction among paired agents. Agents 
are randomly paired at the beginning of each simulation run. The number of 
interaction is 495, so that, on average, agents interact 5 times with each other. 

 
  A1 A2 A3 Total 
I1 12,50% 1,56% 12,50% 26,56% 
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I2 17,19% 4,69% 28,13% 50,00% 
I3 1,56% 7,81% 14,06% 23,44% 
Total 31,25% 14,06% 54,69% 100,00% 

Table 15. Distribution of agents in the agent-based model according to experimental patterns. 
 

In the model agents have an initial endowment of 1000 ECU and the exploration 
cost is fixed on 8000 ECU. This last has been kept as high as to reduce exploration 
frequency and to leave to agents enough time to build judgements on others, as 
though the scale time of cognitive evaluations was more frequent than that of space 
exploration. Table 16 summarises the main simulation parameters. Simulation runs 
are repeated 1000 times so that results are averaged. 

 
Simulation Parameters Values 
Agents 100 
Securities 1 million 
Standard deviation of yields’ distribution 500 
Initial Endowment 1000 ECU 
Exploration cost 8000 ECU 
Number of interaction 495 

Table 16. Simulation parameters. 
 

The model we have built allows to point out how empirical foundations and 
analytical aims could be matched. In fact, we have based the largest part of agents’ 
behaviour on data collected during the experiment, but we still miss some parts. 
Firstly, as mentioned before, the model consists of agents interacting each other in 
randomly assigned pairs that change every time steps, that is, on a very abstracted and 
implausible assumption. Secondly, we still do not have modelled how agents evaluate 
others’ trustworthiness. The experimental evidence told us just that, on average, 
subjects were capable of identifying trustworthy partners, but we do not know how 
they did it. The analytic scenario introduced below can help us to investigate the 
systemic consequences of the theoretical hypotheses that we suggest to understand the 
possible mechanisms of trustworthiness. 

Thus, we introduce seven simulation settings. In the first three we investigate 
general systemic outcomes and in the latter four we analyse some simple mechanisms 
for reputation formation. In the first setting (called “exploit_only”) agents just exploit 
the securities randomly distributed at the beginning of the simulation. In the second 
one (called “explore_only”) agents just randomly explore, when they have enough 
resources to do it. Such two sets are sort of baselines helping in the definition of the 
problem. In the third setting (called “listen_always”) agents communicate information 
about their knowledge of the world as observed in the experiment, and they take 
decisions on what to do according to the experimentally based algorithms presented 
above. Partners are always considered as trustworthy. If agents want to explore new 
solutions by random or to exploit already known solutions, they do it, but if they want 
to listen to a suggestion about a new solution, they do it no matters whom is sending 
it. To say it differently, in “listen_always” agents always trust partners if they are 
saying something interesting. 
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In the following four settings, agents interact by forming a personal judgment on 
the reliability of the encountered agents as good/bad informers. Each agent is capable 
of recognising the agents she met before, to form an opinion on their reliability, and to 
remember it for future encounters. The differences between those four settings depend 
upon two issues: (i) how agents evaluate unknown partners or partners for whom the 
amount of positive feedbacks equals the one of negative ones; (ii) the possibility of 
sharing experience about partners reliability with others. The general rule for having 
feedbacks about partners trustworthiness is that when an agent meets a partner who 
showed to be unreliable, the agent records the cheater in her memory. Agents 
constantly up-to-date their memory according to a very simple rule: they compute the 
sum of true/false information that the agent encountered has transmitted in the past; if 
the sum of true information is higher than the total average of information 
transmitted, the agent is considered as reliable. 

Thus, in the setting called “individual_J_pos”, agents explore partners 
trustworthiness without sharing personal experience and with a “positive attitude” 
towards the other: when the paired agent has never met before, the counterpart is 
considered trustworthy and the information transmitted reliable until her action shows 
the contrary. On the contrary, in the setting called “individual_J_neg”, agents 
consider unknown partners as unreliable ones, and the same happens when the 
number of positive past experiences with such a partner equals the number of negative 
ones.  In sum, in this setting agents make use of personal past experience to form 
evaluations on reliability of agents so as to reduce the risk of being cheated. The last 
two sets, called “collective_J_pos” and “collective_J_neg”, differ each other because 
of the different attitude towards unknown partners and work like the previous ones 
but introducing a memory at the system level that allows to share personal 
experiences: in this case, the image of agents (trustworthy/cheater) are made public, 
homogeneous, for all. 

6. Simulation Results 

Simulation results focus on the impact of the factors described above on main 
aggregate variables, such as the final profit of agents, their exploration capabilities 
and the stock of their resources. Figure 9 shows the best discovered security, that is, a 
proxy of the space exploration capabilities, and the endowment of agents in the 
baseline settings. As expected, while “exploit_only” implies incremental 
accumulation of resources but no capability of space exploration, “explore_only” 
implies no accumulation of resources, given the continuous space exploration 
followed by agents. The convex shape of the dynamics is due to the particular shape 
of the spatial distribution of securities mentioned above.  
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Figure 9. Dynamics of space exploration (on the left) and endowments of agents (on the 
right) in the baseline simulation settings. 

 
 
Figure 10 points out the trade off considered by the uncertain system we are 

studying: exploration of the search space is expensive but necessary, and we are thus 
looking for mechanisms that allow efficiency on the side of costs and efficacy in 
finding better solutions (i.e, we are looking for higher levels of final profit which is a 
synthesis capable of measuring such a trade off). 

Figure 14 shows that the set called “listen_always” is enough to reach levels of 
final profit higher than the “explore_only” case. To interpret such a result it is 
important to consider how the “listen_always” set is made. In fact, in such a 
simulation setting, the behaviour of agents is made of a mix of exploitation, random 
exploration and exploration driven by received information as we have observed in 
the experiment. But, here, we consider agents that are not capable of evaluating the 
trustworthiness of their partners, trusting all of them. 
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Figure 10. Dynamics of final profit of agents in “explore_only” and “listen_always”  

simulation settings. 
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The result shown in figure 11 is confirmed by the dynamics of space exploration 
and resources: the possibility to communicate, per se, means better systemic 
outcomes. This result is particularly noteworthy because it helps raise some 
methodological issues. As a matter of fact, in the “listen_always” setting, we have 
modelled action choices and decisions on the transmission of information to partners 
based upon experimental evidence by carefully conforming to experimental evidence. 
The same does not hold for the reception of the information, since we have explicitly 
ignored the robust experimental evidence about the fact that subjects clearly identified 
trustworthy subjects during the experiment. Moreover, it is highly plausible that the 
observed behaviour in experiments was strictly dependent upon the fact that subjects 
knew to be identifiable and were allowed for the evaluation of partners’ 
trustworthiness. The consequence of this is that we have to go further and to consider 
settings such as “individual_J_pos”, the results of which are depicted in figure 12. 
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Figure 11. Dynamics of final profit of agents in “explore_only” and “individual_J_pos”  

simulation settings. 
 

The figure 12 confirms that a reputation mechanism in which communication 
flows and is evaluated along the trustworthiness of partners is capable of guaranteeing 
better systemic outcomes. This is an interesting result, in particular given the fact that 
there is no general law or undisputed empirical evidence that suggests that reputation 
mechanisms allow people to cope with uncertain environments in a better way than 
other simplest micro mechanisms. 

Another interesting evidence is that personal past-experience (“individual_J_pos”) 
and shared past-experience (“collective_J_pos”) generate about the same results, as 
shown in figure 16. The possibility to socially share the evaluations does not 
significantly increase the efficacy of the exploration capabilities at the macro level, 
nor it does the increased frequency of information availability. “Individual_J_pos” 
implies that each agent can form an evaluation of the other interacting agents just 
after completing the interaction with everybody. The process of evaluation formation 
is therefore slow and plodding. On the contrary, “collective_J_pos” implies that the 
information on agents is available to everybody since the end of the first interaction.  
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Figure 12. Dynamics of final profit of agents in “explore_only”, “individual_J_pos” and 

“collective_J_pos” simulation settings. 
 

Data on resources and on the exploration of search space that we do not graphically 
report here confirm that the positive result on the level of final profit is due to the 
capability of those two latter settings both in exploring the search space and in 
cumulating resources. 

Furthermore it is worth verifying if these comparative results can be strongly 
influenced by the rule of “presumed innocence” that characterises the first dyadic 
interaction among strangers. Figure 13 shows the comparison of the values of final 
profits for the relevant simulation settings. The figure points out that a “negative” 
attitude towards the unknown further improves systemic outcomes1. The improvement 
allows for levels of final profit even higher than the hypothetical case of 
“listen_always” introduced before. 

Figure 14 shows that such an improvement is almost all due to an increase in the 
accumulation of resources, while the exploration of space does not significantly differ 
depending upon such an attitude towards the unknown. The left part of figure 14 
suggests a counterintuitive argument. Although the difference is not statistically 
significant, the positive attitude seems to guarantee a “better” exploration of the 
search space that is stable over time. Such a result contrasts with the idea that a 
negative approach towards unknown agents saves them in following wrong 
suggestions expressed by unreliable agents. 

 

                                                        
1 The data of “collective_J_neg” simulation settings is not reported here but confirms preceding 

results: the sharing of past experiences does not have a significant impact on systemic 
outcomes and it does not change the improvement due to the adoption of a negative attitude 
towards unknown partners. 
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Figure 13. Dynamics of final profit of agents in “explore_only”, “listen_always”, 

“individual_J_pos” and “individual_J_neg” simulation settings. 
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Figure 14. Dynamics of space exploration (on the left) and endowment of agents (on the 

right) in “individual_J_pos” and “individual_J_neg” simulation settings. 
 

In order to check such an issue it is possible to refer to figure 15 where the average 
number of wrong suggestions that have been followed over time is represented (from 
now on we call them “lemons”). The figure shows that the average number of lemons 
in the system is very low, being less than 1 over 100 choices (in fact there are 100 
agents choosing on each time step, but obviously not all the information flowing in 
the system is bad and it can become a “lemon”). The fact that the number of lemons 
decreases over time is, again, a not trivial outcome: Again, the point is a reputation 
mechanism is capable of decreasing the number of lemons in the system. 

Another evidence is that the number of lemons in the case of the 
“individual_J_neg” setting is, in the first part of the simulation, higher than in the 
other case. This allows us to argue that the “negative” approach does not avoid 
lemons but the opposite, when agents have incomplete information about partners. 

 
 

Field and Laboratory Research on Reputation

116 Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09



 21 

5004003002001000

Le
m

on
s

0,8

0,6

0,4

0,2

0,0

INDIVIDUAL_J_POS
INDIVIDUAL_J_NEG

Set

 
Figure 15. Dynamics of the average number of lemons in “individual_J_pos” and 

“individual_J_neg” simulation settings. 
 
Figure 16 confirms the very slight effect of sharing experiences among agents: the 

number of lemons in the system is very similar to the case in which experiences are 
not shared. Furthermore figure 17 sheds light on some minor dynamic changes 
happening in the system only when a reputation mechanism is at work: in the case of 
the set “individual-J_neg” the number of true and false suggestions flowing in the 
system changes, showing a decrease in the number of suggestions in which a solution 
giving a very low yield is presented as very good (the case labelled “Higher_Low”). 
This is compensated in turn by an increase on the number of true suggestions about 
solutions that are good even if not the best ones found so far (i.e., the data series 
called “Other_Best”). 
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Figure 16. Dynamics of the average number of lemons in “individual_J_neg” and 

“collective_J_neg” simulation settings. 
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Figure 17. Dynamic distribution of kinds of information transmitted in “individual_J_neg” 

simulation settings. 
 
Finally, a good question is whether there is a significant relationship between the 

economic performance of agents and the choice they made about the information they 
transmit to partners. Although the experimental data and the simulation exercise in 
introduced in par. 4 undoubtedly show that what agents decide to do with information 
does not directly depend upon their personal wealth, we reasonably expect that some 
indirect relationships mediated by systemic outcomes can exist. Thus, it is not 
surprising that, in results presented in figure 18, at the beginning of the simulation the 
average levels of final profit are similar for the different kinds of transmitted 
information. Just at the end of the considered period of time slight differences start to 
appear so that they can be interpreted as tendencies for the future: it seems that 
communicating the best solution is correlated with lower levels of final profit while 
the opposite is true when the cheating is at most (i.e., when a low yielding solution is 
presented as a very good one). 
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Figure 18. Dynamics of the average final profit of agents according to the kind of 

information they transmit in the “individual_J_neg” simulation settings. 
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In conclusion, it is worth re-stressing that these comparative results can be strongly 

influenced by the random dyadic interaction among agents. A first purpose for further 
simulations should thus be to explore interaction rules less rigid and exogenous, 
allowing agents to exploit trustworthiness as a means to choose partners, and to 
understand if they impact the resultant dynamics. A second development could be to 
introduce a further simulation setting where reputation of an agent is not made public 
for all but is conditioned by third-party mediated interaction. This would be a further 
step toward understanding the relevance of reputation mechanism in uncertain 
environments (Conte and Paolucci 2003). 

7. Concluding Remarks 

In recent years, reputation and trust have been subject of growing interest in many 
disciplines. Many computational models where reputation and trust have been 
modelled and theoretically investigated are available in the literature (e.g., Conte and 
Paolucci 2003; Lam and Leung 2006; Luke Teacy et al. 2006; Paolucci and Sabater 
2006; Hahn et al. 2007). In this respect, the peculiarity of this paper is that we have 
introduced an experimental data-driven agent-based model where reputation is 
investigated starting from data on agents’ behaviour generated through laboratory 
experiments (e.g., Boero and Squazzoni 2005; Janssen and Ostrom 2006). Rather than 
following a pre-constituted theoretical framework from which deriving assumptions, 
we have studied the impact of reputation on exploration capabilities of agents in 
uncertain environments by: i) observing the decision of human subjects in a 
laboratory experiment; ii) recognising patterns in experimental data; iii) validating the 
recognised patterns through a simulation that replicates the experiment; iv) reporting 
the validated patterns in a model and creating an experimental data-driven model to 
investigate relevant factors and mechanisms. 

The first analytical result of our experimental driven simulation exercise is that 
reputation mechanism allows social agents to cope with an uncertain environment 
better than other ‘pure’ self-centred individual strategies. As said before, this is not a 
trivial result. In particular, as regards to the literature on exploration vs. exploitation 
in uncertain environments (e.g., March 1988, 1994; Holmqvist 2004; Sidhu, Volberda 
and Commandeur 2004), we have shown how much the inclusion of a reputation 
mechanism can enhance the exploration capabilities of agents. Of course, this is a still 
in progress work and future developments will be needed to elaborate more on this 
result, as said before. But, the results shown in this paper are based on experimental 
data and computationally robust enough to constitute some first sound evidences. 
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Abstract 
The paper discusses a laboratory experiment in which pairs of trustors play 
finitely repeated Trust Games with the same trustee. We study trustfulness of 
the trustors as well as trustworthiness of the trustee. We distinguish between 
learning and control effects on trustfulness and trustworthiness. Learning ef-
fects are related to an actor’s information on past behavior of the partner. Con-
trol effects are related to opportunities for sanctioning a trustee in future inter-
actions. The experiment includes two conditions that represent different types 
of “embeddedness” of Trust Games. In one condition, each trustor only knows 
what happens in her own games with the trustee. In the other condition, each 
trustor also knows what happens in the games of another trustor with the trus-
tee. Thus, with respect to trustfulness of the trustor, the design allows for disen-
tangling learning effects from own experience of the trustor with the trustee and 
learning effects through third-party information, i.e., information on experi-
ences of the other trustor with the trustee. Also, the design allows for disentan-
gling control effects on trustfulness and on trustworthiness through own sanc-
tion opportunities of the trustor and through opportunities for third-party 
sanctions, i.e., sanctions implemented by the other trustor. 

1   Introduction 

Social and economic exchange often presupposes trust between actors. When lending 
a book to a colleague, we trust the colleague to return the book in good shape. A 
buyer of a second-hand car trusts the dealer to be honest about hidden defects of the 
car. We may be more inclined to trust a colleague who has often returned our books in 
good shape in the past. The more information you have from your friends on their 
good experiences with a second-hand car dealer, the more you may be inclined to buy 
a car yourself from the dealer unless, maybe, you happen to know that the dealer is 
about to retire and close down his outlet. These examples illustrate the intuition that 
trustfulness may be fostered by positive information about trustworthiness of the trus-
tee in the past. The last example illustrates that trustfulness and trustworthiness might 
become problematic when opportunities for future sanctioning of the trustee’s present 
behavior become infeasible. 
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Our examples are related to the “embeddedness” of trust problems and exchange in 
the sense of [17]. Embeddedness refers to repeated transactions over time between the 
same partners and to transactions between partners who share a network with third 
parties. In [7], Buskens and Raub distinguish two mechanisms through which em-
beddedness affects trust1: learning and control. On the one hand, actors can learn that 
a trustee has been trustworthy in the past and may infer from this that the trustee is 
likely to be trustworthy now as well. On the other hand, actors can base trust on sanc-
tion opportunities in the future. The more extensive future sanctions can be, the more 
likely that the trustee realizes that his short-term incentives from abusing trust do not 
compensate for the long-term losses he will incur due to the sanctions of the trustor. 
Consequently, the more extensive the sanction opportunities of the trustor, the more 
likely it is that the trustor can trust the trustee because it is more likely that the trustee 
will be trustworthy. Buskens and Raub also distinguish between two levels of em-
beddedness: the level of the dyad and the network level. They argue that learning and 
control operate at both of these levels (see also [27, pp 138-139] for a similar discus-
sion of learning and control through network embeddedness). Trustors can learn 
through own experiences and through experiences of others. Sanctions can be exe-
cuted by the trustor herself or by third parties such as other trustors of the trustee. 

Learning and control effects on trust through dyadic and network embeddedness 
are intimately connected to reputation effects on trust. Roughly (see, e.g., [22, pp. 
629-633] for an extensive discussion), the reputation of an actor is a characteristic or 
an attribute that partners ascribe to the actor. The empirical basis of an actor’s reputa-
tion is his observed past behavior. Thus, the trustee’s present reputation for trustwor-
thiness ascribed to him by a given trustor depends on the trustor’s own prior experi-
ences with the trustee as well as on third-party information on the trustee that the 
trustor receives from other trustors. The trustee’s present reputation for trustworthi-
ness thus depends on dyadic learning as well as on network learning of the trustor and 
will affect the trustor’s trustfulness. In addition, the trustee’s present trustworthiness 
will affect his future reputation for trustworthiness vis-à-vis the trustor with whom the 
trustee interacts today as well as vis-à-vis other trustors who receive information on 
the trustee’s present behavior. Reputation effects on trust can thus be conceived as 
learning and control effects on trust through dyadic and network embeddedness. 

Experimental as well as survey research provides evidence for effects of em-
beddedness on trust (see [8] for an overview). The problem with most of the evidence 
is that effects of learning and control are hard, if at all, to disentangle. Therefore, how 
embeddedness affects trust is a largely unresolved question. This paper provides new 
evidence on learning and control effects on trust through dyadic embeddedness and 
network embeddedness from a laboratory experiment in which subjects have to make 
incentive-guided choices. The experiment complements earlier research in four ways. 
First, learning and control mechanisms can be clearly disentangled. Second, the de-
sign of the experiment ensures that embeddedness characteristics are exogenously 
given rather than being themselves results of individual choices. This facilitates the 
interpretation of empirical findings on embeddedness effects. Third, subjects are pre-

                                                           
1 The noun “trust” is used as shorthand for “trustfulness and trustworthiness.” Only when used 
as a verb or in conjugations such as “abuse trust” and “honor trust,” trust refers exclusively to 
“trustfulness.” 
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cisely and truthfully informed on the incentive structure and their payments depend 
on their own and others’ choices. While the external validity of experimental designs 
remains questionable in principle, the assumption of external validity becomes plausi-
ble to a considerable extent when results that have been found employing other re-
search designs such as surveys are replicated in this experiment. Finally, we analyze 
effects of embeddedness through learning and control not only on trustfulness of the 
trustor but also on trustworthiness of the trustee. 

2   Embedded Trust: Hypotheses 

We define a trust situation as an interaction with strategic interdependence between 
two actors, the trustor and the trustee. If the trustor trusts the trustee, the trustee has 
the possibility and an incentive to act opportunistically, i.e., to abuse trust. Compared 
to the situation when she does not trust the trustee, the trustor regrets being trustful if 
trust is abused but she is better off after trusting the trustee if the trustee does not be-
have opportunistically. A trust situation can be represented as the well-known Trust 
Game shown in Figure 1. The Trust Game is a game-theoretic representation of a trust 
situation [11, 12, 13, 20]. The Trust Game starts with a move by the trustor, who trust 
(i.e., she is “trustful”) or does not trust. If the trustor does not trust, the game is over, 
with trustor and trustee each obtaining a payoff P. If the trustor trusts, the trustee 
chooses between honoring trust (i.e., he is “trustworthy”) and abusing trust. If the 
trustee honors trust, trustor and trustee each receive R > P. If the trustee abuses trust, 
the trustor receives S < P, while the trustee receives T > R. 

In our experiment, Trust Games are played in triads comprising two trustors and a 
trustee. Clearly, a triad represents a small network between the actors. First, one of 
the trustors, say, trustor 1, plays a Trust Game with the trustee. After this Trust Game 
has been finished, the other trustor, trustor 2, plays a Trust Game with the same trus-
tee. This pair of two games is played 15 times. All actors, trustors and trustee, have 
complete information abou he whole structure of the game such as the number of t t
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Fig. 1. Extensive form of a Trust Game. T > R > P > S. The right-hand Trust Game is 
the numerical example used in the experiment 
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rounds to be played, each actor’s payoff function, etc. The experiment employs two 
information conditions and actors know in which information condition they are: 

 
1. No information exchange between trustors: each trustor only knows what happens 

in her own Trust Games with the trustee but is not informed about what happens in 
the games of the other trustor playing with the same trustee. 

2. Full information exchange between trustors: after each Trust Game, also the trustor 
not involved in that game receives information on the choices made in that game. 
 

Assume now that subjects differ in the way they value outcomes because of their so-
cial orientations [24, 26] or preferences for fairness or reciprocity [3, 14, 21]. This 
means that actors’ utilities may differ from their own material payoffs. Also, while 
knowing their own utility function, actors may be incompletely informed on the util-
ity functions of other actors. Thus, our basis for learning is the trustors’ uncertainty 
about trustees’ utility from the payoffs in the games and the possibility that these utili-
ties might be such that some trustees do not have an incentive to abuse trust. A de-
tailed discussion of theoretical models that include such assumptions is beyond the 
scope of this paper (see, e.g., [6, 11, 13]). However, it is intuitively clear that trustors 
might now believe that some trustees will not abuse trust. If trustors have doubts 
about the behavior of at least some trustees, this can have consequences even for 
those trustees who do have an incentive to abuse trust. Namely, such trustees can 
profit from appearing trustworthy in early rounds of a finitely repeated Trust Game 
and can thus have an incentive for reputation building, while they will abuse trust to-
wards the end of the game. 

We can now derive hypotheses on learning effects through embeddedness on trust-
fulness of trustors from various backward looking learning models (see [10, 16] for 
overviews of such models). They typically imply (see [9] for details) that trustfulness 
is more likely if trust has been honored more frequently and also, accounting for dis-
counting of past experiences, more recently. On the other hand, trustfulness will be-
come less likely after trust has been abused. The behavior of the trustee is expected to 
be largely determined by his concern to build and keep up a good reputation and, 
therefore, is expected to be mainly driven by control effects. We thus test the follow-
ing two hypotheses on learning effects on trustor behavior: 
 
Hypothesis 1 (dyadic learning): The more a trustor’s trustfulness has been honored 
in the past, the more likely it is that this trustor is trustful; the more a trustor’s trust-
fulness has been abused in the past, the less likely it is that this trustor is trustful. 
 
Hypothesis 2 (network learning): The more information a trustor has that trustful-
ness of another trustor has been honored in the past, the more likely it is that she will 
be trustful herself; the more information a trustor has that trustfulness of another trus-
tor has been abused in the past, the less likely it is that she will be trustful herself. 
 
In addition to learning effects and in line with arguments on incentives for reputation 
building for the trustee, we can derive hypotheses on control effects. The theoretical 
basis for these hypotheses are models for games with incomplete information [19] 
that assume rational forward looking behavior with learning in the sense of Bayesian 
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updating of beliefs (see [4, 6, 11, 13] for applications of such models to finitely re-
peated Trust Games). The basic intuition is that a trustee will be more likely to be 
trustworthy and, therefore, the trustor more likely to be trustful, the more the trustee 
has to lose in future games after he would abuse trust. The losses come from trustors 
not being trustful anymore because they experienced abused trust themselves or hear 
about it from another trustor. Trustor 2 can profit less from this network information 
at the end of the game because there is one game less to be played after her game 
compared to the trustor 1’s game in the same round. This leads to the following hy-
potheses on control effects on trust and trustworthiness (see [9] for details): 
 
Hypothesis 3 (dyadic control – trustor): The more rounds left in the game, the 
higher the likelihood that a trustor is trustful; the likelihood of trustfulness decreases 
faster in the last few rounds of the game than in earlier rounds (end-game effect). 

 
Hypothesis 4 (network control – trustor): In the condition with full information ex-
change between trustors, compared to the condition with no information exchange, 
the likelihood of trustfulness is higher and will decrease less in early rounds. The end-
game effects will be stronger for trustor 2 than for trustor 1. 
 
Hypothesis 5 (dyadic control – trustee): The more rounds left in the game, the 
higher the likelihood that trust will be honored; the likelihood of trustworthiness de-
creases faster in the last few rounds of the game than in earlier rounds (end-game ef-
fect). 
 
Hypothesis 6 (network control – trustee): In the condition with full information ex-
change between trustors, compared to the condition with no information exchange, 
the likelihood of trustworthiness is higher and will decrease less in early rounds. The 
end-game effect will be stronger in games with trustor 2 than in games with trustor 1. 

3   The Experiment 

In the experiment, the outcomes of the Trust Games are points that subjects earn. If 
the trustor is not trustful, this yields 10 points for both trustor and trustee; when trust 
is honored, each actor receives 20 points; when trust is abused, the trustee receives 40 
points, leaving the trustor with no points (see the right-hand Trust Game in Figure 1). 
Subjects are paid 1 eurocent for each point they earn at the end of the experiment. 

The experiment was programmed using z-Tree software [15]. Subjects play the 
Trust Game in supergames of 15 rounds. Subjects are matched in groups of three, one 
trustee and two trustors, which we call triads. In each of the 15 rounds, the trustee 
plays one Trust Game with each of the two trustors. During the 15 rounds, the trustee 
plays with the same two trustors in each round. Therefore, in every round, while trus-
tors play one Trust Game, the trustee plays two Trust Games, adding to 30 Trust 
Games played per supergame by one trustee. The trustee not necessarily needs to 
make a choice in all 30 games: when the trustor does not trust, the trustee has no 
choice to make. 
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In every round, the trustee always plays with the same trustor first, while the other 
trustor has to wait, and always plays second with this trustee. Thus, within a super-
game, the trustors always move in the same order. The trustors are referred to as trus-
tor 1 and trustor 2, respectively. 

As already mentioned, there are two conditions in the experiment. In both condi-
tions, the trustee is immediately informed on the trustor’s move in the current Trust 
Game. Between conditions the amount of information is varied that is shared among 
the two trustors playing with the same trustee. In the “no information exchange be-
tween trustors” condition, trustors do not share any information. In the “full informa-
tion exchange between trustors” condition, trustors playing with the same trustee do 
share all information about each other’s games. In this condition, as soon as a game 
has been played, either the first or the second game in the round, also the other trustor 
receives information on the choices made in this game. Information is provided auto-
matically by the computer and is always truthful. All subjects know in what informa-
tion condition they are and thus also know what information is available to the other 
two actors in their triad. All subjects see the outcomes of the games they played them-
selves in previous rounds on their screens. In the condition with full information ex-
change, each trustor also sees the outcomes of the previous Trust Games of the other 
trustor on the screen. Note that the experimental design ensures that embeddedness is 
exogenous and is not itself a result of subjects’ choices. 

Every subject played three times a supergame as described above, once as a trus-
tee, once as trustor 1, and once as trustor 2. Each subject played all three supergames 
in the same information condition. In between the three supergames, the subjects were 
rematched to other subjects. Subjects were never rematched to other subjects they al-
ready played with in a previous supergame. This was made common knowledge to all 
subjects. 

The experiment was conducted in the ELSE laboratory of Utrecht University, in a 
computer room specially designed for experiments: every subject was seated behind a 
PC in his or her own cubicle, with a separate cubicle for the experimenters. Each ses-
sion comprised 18 subjects. When all 18 subjects were present, instructions on paper 
were provided and the treatment was started. Within a session, the instructions were 
the same for everyone and this was also made common knowledge to the subjects. 
Subjects were explained how the game worked they were about to play, and that they 
would receive 1 eurocent for every point they earned. 

After reading the instructions, a few questions were asked on the computer screen 
so that subjects could check whether they understood the instructions. In case of in-
correct answers, subjects were provided the correct answers and a brief explanation. 
Subjects also played two practice rounds in which they could not earn any points yet. 
These rounds were not played with other subjects, but with the computer to guarantee 
standardized moves of the “partners” in these rounds. 

Then the three supergames were played. At the end of the experiment, subjects had 
to fill in a short questionnaire, including items concerning their general trustfulness 
and trustworthiness. Meanwhile, the experimenters prepared closed envelopes with 
the earnings for each subject. The sessions took between 55 and 70 minutes. Subjects 
earned on average €10.67, with an average of €11.10 for subjects in the condition 
with full information exchange and €10.25 for those in the no information exchange 
condition. The minimum and maximum earnings were €7 and €12.40.  
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The information about the structure of the experiment such as the number of 
rounds, roles (i.e., being trustor or trustee), and what subjects would get to know was 
honestly provided and subjects were never deceived or in another situation than told. 
In order to prevent inducing normative associations, the names of the different roles 
and their possible moves were rendered neutrally. For instance, the moves of the trus-
tee were labeled “down” and “right” rather than “honor trust” and “abuse trust.” 

In total, 72 subjects participated in the experiment, 28 male and 44 female, mostly 
undergraduate students from different fields, most of them students of social sciences. 
Subjects were recruited using the online recruitment system ORSEE [18]. Four ses-
sions were scheduled and 18 subjects participated in each session. Two sessions were 
played in the condition with no information exchange between trustors and two ses-
sions in the condition with full information exchange. 

4   Data and Statistical Model 

The experiment comprised four sessions, with six triads per session and three super-
games of fifteen rounds per subject, each round comprising two Trust Games. Thus, 
4×6×3×15×2 = 2160 Trust Games were played in total. Note that trustee behavior is 
observed only in those games in which the trustor is not trustful. There are 485 games 
in which there was no trust, leaving 1675 games (78% of the total number of games 
played) in which the trustee’s behavior is observed. Trustors are more trustful in the 
full information exchange condition (in 913 of the 1080 games) than in the no infor-
mation exchange condition (in 762 of the 1080 games) and trustfulness decreases over 
rounds. Also, trustworthiness decreases over the rounds. These descriptive findings 
are in line with our hypotheses. Figure 2 displays the descriptives graphically. 

The descriptives are in line with earlier experiments (see [8, 10, pp. 446-453] for 
overviews). Trustfulness and trustworthiness are high for most of the rounds, with 
strong end-game effects in the last couple of rounds. We observe that repeating the 
Trust Game with the same partner, i.e., dyadic embeddedness (also known as “partner 
matching” in the experimental literature), and the availability of third-party informa-
tion, i.e., network embeddedness, have complementary effects. This could not be con-
cluded from otherwise closely related earlier experiments [2]. Summarizing, the de-
scriptive analyses show that dyadic embeddedness leads to rather high levels of 
trustfulness and trustworthiness, higher than is normally found in one-shot Trust 
Games, including series of one-shot Trust Games, each played with a different partner 
(also known as “stranger matching” in the experimental literature). Still, additionally 
providing information about Trust Games of the trustee with another trustor induces 
even more trustfulness and trustworthiness. 
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Fig. 2. Proportion of games in which trust was trustful (left) and trust was honored (right), per 
round, and per experimental condition. 

Our dependent variables identify the behavior of the trustor and the trustee. Vari-
ous independent variables represent past experiences. First, for each round t, we con-
struct the weighted number of times a trustee honored trust in the past as 

1

1
1

PASTHONOR_OWN HONOR_OWN .
t

w
−

=

=∑ τ

τ
τ

 (1) 

We define PASTHONOR_OWN = 0 for the first round of a supergame. Similarly, we de-
fine a variable for the number of times trust was abused in the past: 

1

1
1

PASTABUSE_OWN ABUSE_OWN .
t

w
−

=

=∑ τ

τ
τ  

(2) 

Note that ABUSE_OWN and HONOR_OWN can be equal to 0 simultaneously, namely, 
when the trustor is not trustful. Therefore, the effects of the two variables just defined 
should be interpreted relative to the number of times the trustor was not trustful. The 
parameter w1 is estimated in the statistical model. We assume that w1 is the same for 
honored trust and for abused trust in the past. 

In the condition with full information exchange, each trustor also receives informa-
tion about the games of the other trustor. To complete the set of independent variables 
needed for testing hypotheses on learning effects for the trustor, we thus define vari-
ables for such third-party information: 

1 1

2 2
1 1

PASTHONOR_OTHER HONOR_OTHER PASTABUSE_OTHER ABUSE_OTHER; .
t t

w w
− −

= =

= =∑ ∑τ τ

τ τ
τ τ

 

(3) 

Information from the other trustor might be forgotten or discarded faster than own ex-
periences. Therefore, we introduce the parameter w2. The variables 
PASTHONOR_OTHER and PASTABUSE_OTHER are always set to 0 in the condition with-
out information exchange between trustors. 

The variables representing control effects are straightforward. FUTURE is the num-
ber of rounds left. FUTUREFULL represents network control. This variable is the inter-
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action of FUTURE with a dummy for whether subjects are in the condition with full in-
formation exchange between trustors. In addition, we use dummies that indicate the 
last but one and the last round of the repeated game: ROUND14, ROUND15. These vari-
ables are again interacted with dummies for the information condition: 
ROUND14FULL, ROUND15FULL. We also distinguish between the games with trustor 1 
and with trustor 2 in the last two rounds for the information condition. Therefore, two 
dummies are used for the games with trustor 2 in the full information condition in 
these two rounds: ROUND14TR2FULL, ROUND15TR2FULL. 

The statistical model used to analyze the data is a three-level logistic regression 
model. Based on the difference in attractiveness between the two possible moves of 
the trustor and assuming that there is some randomness in the extent that we know the 
attractiveness, we can estimate a logistic regression model for the probability that 
trustor j in triad i is trustful at time t: 

1 2 3 4

1 2 3 4

(own learning) (TP-learning) (own control) (TP-control)

(own learning) (TP-learning) (own control) (TP-control) ,
1

i ij ijt

i ij ijt

u v
Trustful

ijt u v
eP

e

β ⋅ +β ⋅ +β +β + + +ε

β ⋅ +β ⋅ +β +β + + +ε=
+

 
(4) 

where the β’s indicate the vectors of regression coefficients for the respective groups 
of independent variables, namely, variables representing own learning, learning 
through third-party information, own control opportunities, and control opportunities 
involving third parties. Furthermore, ui is a random component for the triad in which 
the decision is made, vij is a random component for the trustor within the triad who 
makes the decision, and εijt is the random component for each individual decision. 
This is a hierarchical three-level model (see, e.g., [25]). Strictly speaking, we have a 
cross-classified nesting because trustors are involved twice in a series of 15 Trust 
Games with different partners. However, estimating this more complex structure af-
fects the outcomes of the analyses only marginally. Also, the random component re-
lated to trustors has a similar size in this more complex estimation. 

The statistical model for the probability that trustee i in his triad honors trust with 
trustor j in this triad at time t looks rather similar:  

1 2

1 2

(control) (TP-control)

(control) (TP-control) ,
1

i ij ijt

i ij ijt

u v
Honor

ijt u v
eP

e

β +β + + +ε

β +β + + +ε=
+

 
(5) 

where the β’s again represent the regression coefficients; ui is a random component 
for the trustee making the decision. In this case, this is equivalent to the triad in which 
the decision is made; vij is a random component for the trustor in the triad with whom 
the trustee is playing a specific Trust Game; and εijt is the random component for each 
individual decision. Again, the specification of the random components could have 
been more complex, because each trustor is involved in two triads and, therefore, the 
random component for trustors could have been specified as a cross-classified model 
in which the random component represents randomness related to a specific subject 
playing as a trustor. Because random components related to the trustors are consis-
tently estimated to be 0 in the models for explaining trustees’ behavior, we stick to the 
simpler hierarchical model in which we control for nesting of trustees’ decisions 
within trustors. 
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5   Results 

We first analyze trustfulness of trustors. As a baseline model, we report a logistic re-
gression of the likelihood that a trustor is trustful with a dummy (FULL INFORMATION) 
for the experimental condition, a dummy for whether trustor 2 is involved rather than 
trustor 1 (TRUSTOR2), and two dummies for the second and the third supergame 
(TREATMENT2, TREATMENT3) in Table 1. This model shows that there is more trust-
fulness in the condition with full information exchange between trustors than in the 
condition with no information exchange. Trustfulness also increases over the super-
games, as indicated by the significant difference between the first and the third super-
game, while the second supergame is in between. The random parts at the triad and 
trustor level show that about 28% of the variance can be attributed to the triad, while 

Table 1.  Three-level logistic regression of the likelihood for a trustor to be trustful (2160 deci-
sions by 144 trustors in 72 triads).  

  Baseline model Full model 
 Hyp. Coeff. Std. err. Coeff. Std. err. 
FULL INFORMATION  
TREATMENT2 
TREATMENT3 
TRUSTOR2 
 
PASTHONOR_OWN 
PASTABUSE_OWN 
PASTHONOR_OTHER 
PASTABUSE_OTHER 
 
FUTURE 
FUTUREFULL  
ROUND14 
ROUND15 
ROUND14FULL 
ROUND15FULL 
ROUND14TR2FULL 
ROUND15TR2FULL 
 
ROUND1TREATMENT1 
ROUND1TREATMENT2 
ROUND1TREATMENT3 
CONSTANT 

+ 
 
 
 
 

+ 
− 
+ 
− 

 
+ 
− 
− 
− 

 
 
− 
− 

 
 

0.983** 
0.381 
0.911* 

-0.059 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0.784* 

0.332
0.379
0.385
0.124

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0.321

-0.691 
-0.031 
0.448 

-0.031 
 

1.788** 
-1.539** 
0.746** 

-1.142** 
 

0.076** 
0.059 

-0.791* 
-1.943** 
-0.424 
-1.742* 
-0.284 
0.274 

 
1.369* 
1.621** 
1.838* 

-0.207 

0.625 
0.251 
0.282 
0.192 

 
0.176 
0.238 
0.250 
0.396 

 
0.029 
0.050 
0.385 
0.439 
0.778 
0.738 
0.825 
0.728 

 
0.559 
0.615 
0.810 
0.386 

Variance triad level 
Variance trustor level 
Variance decision level 
Loglikelihood 

 1.364 
0.251 
3.290 

-972.51 

0.332
0.114

0.150 
0.304 
3.290 

-616.38 

0.154 
0.194 

*, ** indicate significance at p < 0.05 and p < 0.01, respectively (two-sided tests). 
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only 5% can be attributed to a specific trustor within a triad. Through separate analy-
ses we found that almost all the variance at the trustor level is due to the no informa-
tion exchange condition, while there is hardly any variance that can be attributed to 
the individual trustors in the full information exchange condition. 

In the full model, the main effect of the full information condition vanishes, indi-
cating that the difference between the experimental conditions is mainly due to the 
learning and/or control variables in the full model. The full model provides clear evi-
dence for Hypothesis 1 on effects of dyadic learning as well as for Hypothesis 2 on 
network learning. Trustors are more trustful after experiencing themselves more hon-
ored trust and they are less trustful after experiencing themselves more abused trust. 
In addition, when they observe that the other trustor’s trustfulness is honored more of-
ten, this also increases their likelihood to be trustful themselves, while their own trust-
fulness decreases if they observe more abused trust of the other trustor in the same 
triad. In addition, it can be seen that the effect of experiencing honored trust in the 
trustor’s own games is larger than the effect of information about honored trust in 
games of the trustee with the other trustor. It is striking that the effect of information 
about abused trust in games of the trustee with the other trustor is almost as large as 
the effect of experiencing abused trust in the trustor’s own games with the trustee. 
The significance of the effect of information about abused trust in games with the 
other trustor is smaller as can be inferred from the larger standard error, but that could 
be due to the fact that there are less data on these experiences because they only occur 
in the condition with full information exchange. 

Considering control effects on trustfulness, we see a clear dyadic control effect of 
the rounds still to be played. Also, the end-game effects are strong, starting in round 
14, while dummies for earlier rounds did not add to the explained variance. These re-
sults provide support for Hypothesis 3. However, there is not much evidence for Hy-
pothesis 4 about of network control effects on trustfulness. The interaction of the 
number of rounds left with the full information exchange condition is not significant, 
indicating that the general decrease of trust is not less strong in the condition with full 
information exchange between trustors. In addition, there is no main effect left of the 
full information condition after controlling for learning, which would indicate a net-
work control effect. The end-game effects are about twice as strong in the full infor-
mation condition as in the condition with no information condition and this difference 
is significant for round 15. These steeper network effects are mainly due to earlier ex-
periences of honored trust in the condition with full information exchange through 
which the level of trustfulness is higher before it starts to decrease. The two additional 
dummies that interact the variables indicating the two final rounds in the full informa-
tion condition with a variable indicating the trustor who is playing are not significant. 
This implies that we also do not find evidence for the second part of Hypothesis 4. As 
we will see below, the trustee does anticipate on the network control opportunities of 
the trustors, which is also the main explanation why trust remains higher in the full in-
formation condition, but the trustors do not seem to anticipate themselves on this an-
ticipation of the trustee. Finally, the controls for the first rounds show that the starting 
level of trust slowly increases over the treatments, indicating that trustors realize more 
and more that trustfulness can be beneficial in the beginning of a supergame. 

We now turn to the analysis of the trustworthiness of trustees. The baseline model 
in Table 2 shows that there is more trustworthiness in the condition with full informa-
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tion exchange between trustors than in the condition without information exchange. 
While trustors develop some more trustfulness over the treatments, it is not the case 
that the trustees’ behavior changes significantly over the treatments. Controlling for 
these treatment variations, we see that no unexplained variance is attributed to the 
trustor level and that 28% of the unexplained variance is attributed to the trustee level. 
The remaining 72% of the unexplained variance is at the decision level. 

The full model provides the results of the tests of the hypotheses on trustworthi-
ness. Notice that the difference between the two experimental conditions is not ex-
plained away by the hypothesized effects for the trustee. With respect to control ef-
fects on the likelihood of trustworthiness, the effect of dyadic embeddedness 
(FUTURE) is strongly significant. However, the interaction term with the full informa-
tion condition (though non-significant) shows that dyadic control is only present in 
the condition without information exchange between trustors. Apparently, control is 
so strong in the condition with information exchange (which is also indicated by the 
remaining main effect of full information) that the likelihood of trustworthiness re-
mains at or even above the 90%-level throughout the first thirteen rounds of a super-
game. The fact that the main effect of full information is positive and that trustworthi-
ness does not decrease in the first 13 rounds in the full information condition thus 
indicates that there is an additional control effect of network embeddedness over and 
above dyadic control. After round 13, there is a clear drop in the likelihood of trust-
worthiness in both information conditions. When we study these end-game effects in 

Table 2. Three-level logistic regression of the likelihood to honor trust (1542 decisions with 
144 trustors by 72 trustees in 72 triads).  

  Baseline model Full model 
 Hyp. Coeff. Std. err. Coeff. Std. err. 
FULL INFORMATION  
TREATMENT2 
TREATMENT3 
TRUSTOR2 
 
FUTURE 
FUTUREFULL  
ROUND14 
ROUND15 
ROUND14FULL 
ROUND15FULL 
ROUND14TR2FULL 
ROUND15TR2FULL 
 
CONSTANT 

+ 
 
 
 
 

+ 
− 
− 
− 
 
 
− 
− 

1.405**
0.295 
0.439 

-0.051 
 
 
 
 
 
 
 
 
 
 

0.681* 

0.317 
0.385 
0.383 
0.147 

 
 
 
 
 
 
 
 
 
 

0.318 

2.263** 
0.314 
0.378 
0.004 

 
0.080* 

-0.072 
-1.914** 
-2.588** 
1.292 

-0.371 
-1.798* 
-2.764* 

 
0.305 

0.576 
0.510 
0.507 
0.164 

 
0.031 
0.050 
0.463 
0.704 
0.823 
1.095 
0.810 
1.217 

 
0.480 

Variance triad level 
Variance trustor level 
Variance decision level 
Loglikelihood 

 1.289    
0 
3.290 

-657.32 

0.352 
0 

2.474 
0 
3.290 

-593.65 

0.658 
0 

*, ** indicate significance at p < 0.05 and p < 0.01, respectively (two-sided tests). 
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more detail, we see that the trustee is much less trustworthy with trustor 2 in the full 
information condition than with trustor 1. This indicates an additional network control 
effect, because trustor 2, compared to trustor 1, has less (or no) control opportunities 
especially in these last two rounds. Summarizing, these results provide quite some 
support for Hypothesis 5 as well as for Hypothesis 6. 

6   Conclusion and Discussion 

In this paper, we have discussed an experiment in which pairs of trustors play Trust 
Games with the same trustee. This is the simplest set-up for simultaneously studying 
effects of dyadic embeddedness and network embeddedness on trust. We distin-
guished between learning and control effects of embeddedness. We have analyzed 
how both trustfulness and trustworthiness are affected by embeddedness. 

Learning effects at the dyadic and the network level are both strong determinants 
of trustfulness of trustors. We also find dyadic control effects on trustfulness, but we 
do not find evidence for network control effects on trustfulness. The higher levels of 
trustfulness under network embeddedness are actually caused by the trustees antici-
pating on the stronger sanction opportunities of the trustors. The trustees are more 
trustworthy under network embeddedness, which has the consequence that the trustors 
have more positive learning experiences leading to more trustfulness. The effects on 
trustfulness are very consistent with earlier findings [7, 8]. For trustees, we find dy-
adic control effects as well as network control effects on trustworthiness. 

We conclude by briefly returning to our findings that network control opportunities 
affect trustee behavior while there is evidence for dyadic control effects on trustor be-
havior but no evidence for network control effects on trustor behavior. These findings 
nicely correspond to results from survey research on trust problems in buyer-supplier 
relations [1, 5, 23]. This survey research focuses on how embeddedness affects trust-
fulness of buyers in the sense of investing less in costly contractual safeguards that 
mitigate bad performance, including opportunistic behavior, of suppliers such as de-
livery of inferior quality, delivery delays, or bad service. Also, this survey research 
focuses on how embeddedness affects supplier performance itself and thus also sup-
plier trustworthiness. Results indicate that suppliers react to network control opportu-
nities of buyers in the sense that more such control opportunities for buyers are asso-
ciated with better supplier performance [23]. This finding is nicely in line with our 
experimental result that trustworthiness increases with network control opportunities 
of trustors. On the other hand, dyadic control opportunities of buyers do affect their 
investments in costly contractual safeguards [1], but there is hardly any empirical evi-
dence for effects of network control opportunities on buyer behavior [5]. These find-
ings are in line with our experimental results on effects of control opportunities on 
trustor behavior. 

Buskens (see [5, pp. 152-161]) provides various arguments and also some empiri-
cal evidence that the lack of effects of network control opportunities on buyer behav-
ior could be at least partly due to design, data, or measurement problems of the sur-
vey, including problems due to possible endogeneity of network embeddedness 
characteristics and sample selectivity. However, these are no plausible arguments for 
the lack of network control effects on trustor behavior in our experiment. Thus, one 
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might wonder whether the findings for effects of control opportunities through em-
beddedness indicate limits of strategic rationality. First, consider the situation of the 
trustee (or, respectively, the supplier). He has a good reason to react to the trustor’s 
dyadic control opportunities as well as her network control opportunities when he an-
ticipates that his present trustworthiness might affect future trustfulness of the same or 
other trustors. Similarly, the trustor has a good reason to react to her dyadic control 
opportunities when she anticipates that the trustee anticipates on how his present 
trustworthiness will affect this trustor’s own future trustfulness. However, the trustor 
needs to reason “more steps ahead” before having a good reason to react to her net-
work control opportunities. Namely, she has to anticipate that the trustee anticipates 
on how his present trustworthiness will affect future trustfulness of other trustors and 
that other trustors will in fact condition their trustfulness on the trustee’s present 
trustworthiness. It may be less likely that actors reason so many steps ahead, certainly 
in rather unfamiliar settings such as our experiment. Future research could further ex-
plore this conjecture in various ways. For example, if the conjecture is correct, we 
would expect that effects of network control opportunities on trustor behavior are 
more easily found when trustors play repeated Trust Games with information ex-
change between trustors many times and specifically when they are also in the role of 
the trustee in some of those repeated games. 

Finally, note that network embeddedness can and, in our experiment, empirically 
does affect trustfulness of trustors even if the behavior of trustors themselves is not 
directly affected by their network control opportunities. Since trustees react to net-
work control opportunities of trustors, network embeddedness increases trustworthi-
ness. Through learning effects on trustor behavior, network embeddedness then also 
increases trustfulness. 
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Abstract. This paper elaborates on some first results of a laboratory experiment on 
the relevance of reputation for the emergence of cooperation in repeated trust games. 
We have extended the Keser’s repeated trust game (Keser 2003) adding new 
treatments where reputation is taken more explicitly into account. We compare 
treatments where the investor and the trustee rate each other and treatments where the 
investor and the trustee are rated by a third party. The results show that reputation 
positively affects trust and cooperation but also that some differences in the reputation 
mechanism can generate different cooperative outcomes. 

Keywords: Reputation; Third Party; Trust Game; Laboratory Experiments. 

 

1   Introduction 

Recent experimental studies have explicitly acknowledged the relevance of reputation in 
strengthening trust and cooperation in human societies. A good  example is Keser (2003), 
where reputation is introduced into repeated trust games. In a trust game, the investor (A 
player) decides how much of his/her endowment to send to the trustee (B player), who 
receives the amount sent multiplied by a given factor greater than one (usually three). 
Subsequently, B decides the proportion of the received amount to return to A (e.g., Berg 
et al. 1995; Camerer 2003). In Keser’s design, subjects interacted for a fixed number of 
rounds and A players were allowed to rate the behavior of their opponents. In the following 
round, the reputation scores were presented to the new A players before they took their 
decision. The Keser’s main result was that the possibility of relying on others’ experiences 
significantly increases cooperation in the game, by providing incentives for A investments 
and promoting B returns. 

Experimental studies and analytical and simulation models on reciprocity confirmed that 
the possibility of knowing others’ past behavior significantly increases cooperation (e.g., 
Novak and Sigmund 1998a; 1998b; 2005; Fehr and Fischbacher 2003; Seinen and Schram 
2006; Bravo and Tamburino 2008). The point is that recent experimental finding suggested 
that reputation does not need to be necessarily grounded on direct knowledge of past 
behavior of other individuals, since humans can exploit the many sources of information 
available in social life, nor it is just closely related to reciprocity mechanisms. For instance, 
gossip plays an important role in transmitting reputational information in human societies 
(e.g., Burt and Knez 1995; Dunbar 1996; Kurubawa 2005; Ferrin, Dirks and Shah 2006). 
Some recent works showed that gossip has a strong influence on the behavior of 
experimental subjects even when subjects can use other information sources, e.g. direct 
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observation (Sommerfeld et al. 2007). Another experiment showed that individuals react to 
the possibility of being the subject of gossip by increasing their contributions in a dictator 
game (Piazza and Bering 2008). The normative nature of reputation mechanisms has also 
been emphasized in many simulation models (e.g., Raub and Weesie 1990; Conte & 
Paolucci 2002; Janssen 2006; Hahn et al. 2007). 

This paper aims to show some first experimental results where the role of third parties in 
reputation mechanisms is taken explicitly into account. In a previous paper, we have 
extended the Keser’s repeated trust game (Keser 2003) by allowing both A and  B players to 
rate their opponents and by making reputation scores available for other players in 
following rounds. Results shown that human subjects are highly sensitive to their own 
reputation and react promptly to other people’s judgments. Although a large part of the 
reputation effect was due to a strategic investment in reputation made by players (e.g., 
Bolton, Katok and Ockenfels 2004; Barrera 2008), our results shown that reputation matters 
even when any practical effect of reputation scores on subjects’ payoffs was ruled out. Such 
results help corroborate the hypothesis that subjects attach to reputation a sound normative 
flavor (Boero et al. 2008). 

In this paper we present four new treatments that further extend the reputation-based 
repeated trust game presented in Boero et al. (2008) so as to introduce a third party 
reputation mechanism. In these new treatments, reputation scores are not directly expressed 
by the same players (A and B) who are engaged in interaction as in the previous treatments, 
but by C players who do not take part in interaction and are called to observe and rate A’s 
and B’s behavior. We aim to focus on two reputation mechanisms. In the first one, 
reputation scores are assigned and transmitted by C players. In the second one, reputation 
scores of B players are assigned by A players and transmitted to C players who decide 
whether transmit the scores to the other players. In this case, C players do not have full 
responsibility on scores’ assignment, so that reputation mechanism looks more like gossip. 
Our experiments help focus on the following research questions: Does a third party 
reputation mechanism generate the same cooperative outcomes that direct reputation can 
guarantee in a trust game? What is the consequence of a gossip-like third party reputation 
mechanism on trust and cooperative outcomes? 

The paper is organized as follows. In the second section we describe the experiment. The 
third one presents the results. The fourth one suggests concluding remarks and future 
developments. 

2. The Experiment 
The experiment took place on two days in the computer laboratory of the Faculty of 
Economics of the University of Brescia, which is equipped with the experimental software 
z-Tree (Fischbacher 1999). The subjects were 126 students of the University of Brescia 
recruited through public announcements in the various faculties. All interactions took place 
through the computer network and the subjects were unable to identify their counterparts. 
They played 25 rounds of our reputation-based repeated trust game. The subjects were 
informed in advance of the duration of the game. Each subject played for nearly one hour 
and the average earning was about 15 Euros, which was paid immediately after the 
experiment. 

The experiment followed four previous treatments where we extended the Keser’s 
repeated trust game to allow A and B players to rate their opponents (Boero et al. 2008). 
First, we replicated the repeated trust game baseline, which is as follows: (i) subjects are 
randomly assigned to the role of A and B players each round; (ii) both player A (the 
investor) and player B (the trustee) received an initial endowment of 10 experimental 
currency units (ECU), having an exchange rate of 1 ECU = 1.5 Euro cents; (iii) player A 
decided his/her investment and the invested amount was tripled and sent to player B in 
addition to his/her own endowment; (iv) B chose the amount to return to A; (v) the sums 
earned by both players in the current period were displayed to both subjects. Upon the 
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baseline, we add three new treatments. In the first treatment (indicated as Treatment 1), A 
was allowed to rate B’s behavior as “negative”, “neutral”, or “positive”, as in Keser’s 
repeated trust game. The subsequent A players interacting with B were informed of the last 
reputation score received by the latter before making their investment decision. The second 
treatment (Treatment 2) was exactly like the first except for the fact that only B was 
allowed to rate A. This information was available in the next period for the subject playing 
as B with A players who were already rated. As in previous cases, the possible scores were 
“negative”, “neutral” and “positive” and this information was presented to the B players 
before their return decision. In the third treatment (Treatment 3), both A an B players were 
allowed to rate each other and knew the scores in the following period before their 
investment/return decision. The results of this first experiment are used in this paper as 
baselines against which new treatments are compared. 

The new experiment consisted of four new treatments (called Treatment C1, C2, C3 
and Inf). Subjects are randomly assigned to the roles of A, B and C players each round. 
Treatment C1 worked as treatment 1 with the exception that B’s behavior is rated as 
“negative”, “neutral”, or “positive” by C players who are called to observe the interaction. 
Reputation scores of B players are transmitted by C players to the subsequent A players. In 
treatment C2, C players observed and rated A’s behavior. Reputation scores are transmitted 
to the subsequent B players. In treatment C3, C players observed and rated both A’s and B’s 
behavior and reputation scores are transmitted to both. Treatment Inf worked as treatment 
C1 with the exception that B’s reputation is not assigned by C players but by A players. 
Scores are then transmitted to C players who decide whether to transmit the scores to 
subsequent B players. Before to decide, C players know the past reputation score of the A 
players the last time they played in the B’s role. While the difference between treatment 1, 
2 and 3 and treatment C1, C2 and C3 is that in the second case reputation scores originated 
from a player that was not directly involved in the interaction (third party), the difference 
between C1 and Inf is that, in the second case, C players are simply informers who do not 
have any direct responsibility on the quality of reputational information they transmit. As a 
matter of fact, in real social life, it is likely that reputation takes place also when people 
relate to reputational information at second hand, such as in case of gossip  (e.g., Conte and 
Paolucci 2002). Treatment Inf allows us to observe the impact of a gossip-like reputation 
mechanism on trust and cooperation. 

3. Results 
Let us begin with the results of treatments 1, 2, 3 and C1, C2, and C3. To get a reasonable 
comparison, treatments should be matched as follows: 1 with C1 (B players are under 
rating), 2 with C2 (A players are under rating), 3 with C3 (both A B players are under 
rating). While in treatment 1, 2 and 3 reputation took place within the groups of players, in 
C1, C2 and C3 reputation was due to a third party that was external to the groups of 
players. Table 1 show mean and standard deviation of A investments, B returns and B 
return proportional to the B’s endowment. 

In treatment 1 and C1, before to decide whether and how much to invest, A can use the 
B’s reputation score that another A has assigned to B at the end of the previous round 
(treatment 1), or the B’s reputation score assigned by C, that is, a third party (treatment 
C1). B returns are important to understand whether B is interested in building a good 
reputation to A’s eyes. Results show that the introduction of a third party basically 
replicates the high level of cooperation of treatment 1. A investments and B returns are even 
higher in absolute terms, although B returns in proportion to the endowment are essentially 
the same. Some statistical analyses on the ratio between proportional returns and rating in 
treatment 1 and C1 show that there is a co-graduation between the treatments. Treatment 1 
shows a value of =0,591 and Kendall’s =0,481 and treatment C1 shows corresponding 
values of =0,589 and Kendall’s =0,464. This means that in the two treatments subjects 
essentially behaved in the same way. Moreover, the non significance of Mann-Whitney test 
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shows that the distribution of B returns are not significantly different between the two 
treatments (p=0.709). 

In treatment 2 and C2, before to decide whether and how much to return to A, B can use 
the A’s reputation score. In this case, B can make use of his/her direct evidence (how much 
A has decided to invest) and the past A’s reputation as well, with this second information 
source that should not make great sense if B players would behave as ‘pure’ rational agents. 
The results show that C players essentially do not make a real difference as regards to 
treatment C2. A players invested slightly more in treatment 2 than in treatment C2 (see 
Table 1), but the difference is not statistically relevant (see Table 2). The same holds true 
when we look at the absolute (p=0.086) and proportional (p=0.572) returns in treatment 3 
and C3 (see Table 2). Although some small difference can be pointed out, such as a higher 
investment of A players in treatment 3 (p=0.01), the treatment 3 and C3 show the same 
results, with the same B proportional returns. This is confirmed when we look at the Mann-
Whitney test comparison among these six treatments in Table 2. The same trend holds true 
when we look at the average of B’s returns and the consequent reputation score assigned by 
A at the end of each round (see table 4), that is, when reputation score’s assignment takes 
place. 

Table 1.  Mean and standard deviation of A investments, B returns and B returns proportional to the 
endowment. 

Treatments Statistics A investment B return B return 
1 Mean 4.29 6.40 0.25 
 Std. Dev. 2.70 4.84 0.14 
     

2 Mean 5.61 5.83 0.19 
 Std. Dev. 2.77 5.80 0.17 
     

3 Mean 5.27 7.08 0.24 
 Std. Dev. 3.02 5.98 0.16 
     

C1 Mean 5.00 6.70 0.24 
 Std. Dev. 3.39 6.16 0.18 
     

C2 Mean 5.46 4.86 0.16 
 Std. Dev. 3.37 5.88 0.17 
     

C3 Mean 4.64 6.59 0.24 
 Std. Dev. 3.08 6.59 0.20 

Table 2.  Mann-Whitney test comparison of treatment 1-C1, 2-C2, and 3-C3 (one-tailed). 

Treatments A investment B return B proportional 
return  

1-C1 W=27742 W=32108.5 W=32562.5 
 p=0.010 p=0.6455 p=0.2578 
    
2-C2 W=32099 W=35357.5 W=35265.5 
 p=0.3563 p=0.0082 p=0.0097 
    
3-C3 W=35017.5 W=33719 W=32421.5 
 p=0.01 p=0.08653 P=0.286 

Table 3.  Average of A investments, B returns and B proportional in treatment 1 and C1, 2 and C2, 
and 3 and C3 for past reputation scores of players. 

 
 

Treatment 1 
 

 Treatment C1 
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B’s score A  
investment 

B  
return 

B 
proportional 

return 

 A  
investment 

B 
return 

B 
proportional 

return 
Unknown 4,12 5,66 0,24   4,19 5,81 0,22 
Negative 2,57 3,34 0,17  4,41 4,70 0,18 
Neutral 4,03 6,21 0,27  4,32 5,52 0,22 
Positive 6,33 10,00 0,33   6,16 9,41 0,31 

   
A’s score Treatment 2 

 
 Treatment C2 

 
Unknown 6,18 5,15 0,52   3,19 4,55 0,45 
Negative 3,25 3,91 0,39  3,38 4,05 0,41 
Neutral 4,44 4,91 0,49  5,10 5,15 0,52 
Positive 7,79 6,99 0,70   6,49 7,03 0,70 

     
B’s score Treatment 3 

 
 Treatment C3 

 
Unknown 5,46 6,46 0,22   4,29 5,71 0,22 
Negative 4,32 4,07 0,15  3,76 3,11 0,13 
Neutral 5,67 8,33 0,28  4,49 5,89 0,22 
Positive 5,82 9,30 0,31   5,45 9,55 0,33 

   
A’s score 

 
   

Unknown 8,55 5,37 0,54   5,66 4,14 0,41 
Negative 6,84 4,65 0,47  5,24 3,38 0,34 
Neutral 6,04 4,23 0,42  5,93 4,82 0,48 
Positive 7,38 6,14 0,61   8,51 5,78 0,58 

Table 4.  Average B’s return and reputation score assigned by A/C players after the B’s return at the 
end of each round in treatment 1 and C1. 

  Treatment 1 Treatment C1 
Score 
assigned to 
B 

Statistics B returns 
 

B proportional 
returns 

 

B returns 
 

B proportional 
returns 

 
Negative Mean 3.47 .1289 3.48 .1226 
 Std. Dev. 3.85 .1387 4.45 .1333 
      
Neutral Mean 6.57 .2743 5.55 .2088 
 Std. Dev. 4.19 .0887 4.89 .1523 
      
Positive Mean 9.21 .3645 9.27 .3588 

 Std. Dev. 4.51 .1087 6.12 .1693 
 
Figure 1 and 2 show the dynamics of A investments and B returns over time. Results 

indicate that the third party reputation mechanism guaranteed on average a higher level of 
cooperation at the beginning of the game (see Figure 1 and 2 on the right). Cooperation 
does not increase or tends even to decline as the rounds follow. Looking at the average A 
investments, B returns and B proportional in treatment 1 and C1 (see Table 3), where the 
target of reputation scores were B players, we can argue that investments/returns and 
reputation scores have had a strong relation. This is confirmed when looking at values of 
Kendall’s =0,481 (treatment 1), =0.5962 (treatment 2), =0.5984 (treatment 3, 
proportional investment), =0.5670 (treatment 3, proportional return), =0.4647 (treatment 
C1), =0.5317 (treatment C2), =0.4560 (treatment C3, proportional investment), =0.4176 
(treatment C3, proportional return), =0.5009 (treatment Inf). 
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Fig. 1. A investments over time. From left top, treatment 1 and C1, 2 and C2, and 3 and C3. 

 
Fig. 2. B returns over time. From left top, treatment 1 and C1, 2 and C2, and 3 and C3. 

 
 
The result of treatment Inf shown that A invested on average 4.16 ECU and B returned 

on average 4.36 ECU, and 0.17 in proportion to his/her endowment, that is, less that in 
treatment 1 and C1. The same evidence holds true when we look at Mann-Whitney test that 
compares treatment Inf with treatment 1 and C1, and treatment 1 with treatment Inf (see 
Table 5). C players decided to send to A players the B’s reputation score in 67% of the 
cases. When B players had a negative reputation score, C players decided to pass it along in 
62% of the cases, when a good one, in 72% of the cases, when a neutral one, in 60% of the 
case, when unknown, in 81% of the cases. The reputation score that A players assigned to B 
players followed these B’s returns and proportional returns: A assigned a negative score 
when B returned on average 2.26 ECU (proportional return is .089), a neutral score when B 
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returned on average 4.44 ECU (proportional return is .198), and a positive when B returned 
on average 9.27 ECU (proportional return is .320). 

No significant effect has been played also by past reputation scores of A players when 
they played in a B’s  role. C players decided to send the B’s reputation score when A had a 
negative reputation in 48% of the cases, a neutral in 21% of the cases and a positive in 31% 
of the cases. They decided not to pass the B’s reputation score when A had a negative 
reputation in 52% of the cases, a neutral in 24% of the cases and a positive in 34% of the 
cases. The past reputation score of A players did not have great meaning to C players. 

These last evidences allow us to conclude that the decision of the informers as such did 
not significantly impact the game. But, if this is true, what else can explain the relatively 
worst performance of this last reputation mechanism as regards to what happened in 
treatment 1 (direct reputation) and C1 (third party reputation)? 

Table 5.  Mann-Whitney test comparison of treatment 1-C1, 2-C2, and 3-C3 (one-tailed). 

Treatments A investment B return B return  
 (proportion to B’s endowment) 

1-Inf W=32769 W=40901 W=41295 
 p=0.2177 p=0.000 p=0.000 
    
C1- Inf W=18958.5 W=16862.5 W=17006.5 
 p=0.006 p=0.000 p=0.000 

 
Figure 3 shows the dynamics of B’s returns over time in treatment Inf. The evidence is 

that, at the beginning of the game, players started by cooperating but soon in a few rounds 
cooperation started to decline according to a clear pattern. The fact that players started by 
cooperating means that they understood the game and did not approach it following a 
negative flavor. Patterns of players’ behavior are relatively stable and not affected by 
random factors. 

 
Fig. 3. B’s returns over time in treatment Inf. 

To capture this pattern, we have dissected the impact of reputation scores in treatment 1, 
C1 and Inf (see Figure 4, 5 and 6). The comparison shows that treatment Inf is 
characterized by the predominance and the persistence of negative scores. At the end of the 
round 15, 69% of B players have had negative reputation scores, 51% of whom kept a 
negative score nearly along all the game (see Figure 6). A possible explanation is that A 
players started to cooperate and to invest, but B players returned less than in treatment 1 
and C1. This, in turn, brought about negative reputation scores for B players, reduction of 
investments of A players and weak incentives for the emergence of trust and cooperation.  
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Fig. 4. Sequence of B’s ratings in treatment 1. 

 
Fig. 5. Sequence of B’s ratings in treatment C1. 

 
Fig. 6. Sequence of B’s ratings in treatment Inf. 

There are two possible explanatory mechanisms of B’s behavior, which could be at work 
simultaneously in a complementary way. First, B players decided to return little because 
they could suspect to be cheated by C informers, who could decide not to pass along their 
possible positive reputation to other A players. Secondly, B players decided to return little 
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because they thought that C informers did not have any concrete incentive to pass to A 
players their possible negative reputation. The point is that C informers have been viewed 
by players as a source of uncertainty in the reputation process. Players thought that C 
informers were not responsible for the quality of the reputational information they were 
called to spread, because scores were expressed by the players themselves. On the contrary, 
the introduction of the third party reputation mechanism in treatment C1 was viewed as a 
stable, largely predictable reputation mechanism, exactly because in that case C players 
were responsible for the score they were called to pass along. The evidence is that our 
gossip-like reputation mechanism did not guarantee the same level of trust and cooperative 
regimes that was guaranteed by the third party reputation mechanism, where C players 
called to assign reputation had full responsibility of the reputation they handed out. 

4. Concluding Remarks 
 

The experiments presented in this paper have shown two main findings that can help extend 
the explanatory power of reputation-based trust for the emergence of cooperation among 
humans. First, our experiments have shown that human subjects tend to be really sensitive 
to their reputation even when this would not affect their material payoffs. This means that 
subjects did not take into account only material self-interest consequences of their behavior, 
but mostly referred to social norms that are tied to the quality of the intentions and behavior 
of others (e.g., Rabin 1993). Subject in our experiments have shown the capacity of 
spontaneously converging on implicit normative scaffolds that have guided their decision in 
strategic interactions. Reputation has allowed subjects to “encapsulate” trust, to paraphrase 
Cook, Hardin and Levi (2005). Secondly, the effect of third party reputation mechanism on 
trust and cooperation can be positive provided that third parties are perceived by other 
players to be responsible of the reputational information that they transmit. This can explain 
the bad performance of treatment Inf when compared with treatment 1 and C1, where 
reputation was based on reputation scores expressed directly by the same players or by C 
players who had the full responsibility of assigning the score. 

Future developments include, first, the deepening of the analysis of the experimental 
data presented in a preliminary stage in this paper, trying to further dissect the impact of 
reputation mechanisms in all the treatments. In particular, our future aim is to map the 
sequence of behavior of players at a more fine-grained observation level, so as to capture 
interaction mechanisms in more detail. Secondly, we would like to test other treatments 
where the role of the informers can be more clarified than at the present. Our experimental 
results show that the presence of informers as reputation carrier has caused higher 
uncertainty for players. The consequence is that, in treatment Inf, there is little trace of the 
normative scaffolds that were spontaneously achieved by players in the other treatments. 
By providing different information and strongest incentives to C players when they play as 
informers, we could try to further investigate the difference between reputation transmitted 
in third party relations and gossip transmitted by informers as carriers of trust and 
cooperation. 
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Introduction and Motivation 

 
While much of auction theory and online auction research has focused on the analysis of 

single auctions, online auction marketplaces typically consist of multiple competing auctions 
offering identical or very similar goods sold by sellers of different reputations. As an illustration of 
this fact, if, on September 1, 2008, an aspiring iPod owner searched eBay for an “iPod nano 2GB”, 
she would have been confronted with 1,710 practically identical listings sold by sellers of widely 
varying eBay feedback scores and reputation profiles.  Our hypothetical bidder only needed one 
iPod, raising the question as to whose auction(s) should she place her bid(s) and in what amount(s)? 
The objective of this work is to provide rigorous answers to this common, but surprisingly under-
researched scenario. There is an emerging theory around competing auctions that draws on some of 
the early work on sequential auctions (Ashenfelter, 1989) and some recent work on auctions with 
many traders (Peters and Severinov, 2006) but no results on how unit demand bidders should bid in 
simultaneous auction settings by sellers of varying reputation. There is, similarly, a significant body 
of empirical literature on the impact of seller reputation on bidder behavior and seller revenue in 
settings where there is only one seller (see Dellarocas 2006 and Resnick et al. (2005) for a 
comprehensive review) but no studies of how reputation affects bidder behavior in auction settings 
with multiple sellers.  Analytical and experimental work documenting the effects of reputation on 
economic decisions includes that of Kreps (1982), Wilson (1985), Berg, Dickaut and McCabe 
(1995), Lucking-Reiley (2000) and Bolton et al. (2004).  

The vast majority of the online auction reputation literature is based on observational 
empirical settings that use some variant of hedonic regression techniques to tease out the impact of 
reputation on variables of interest. However, the impact of differing seller reputation in a 
simultaneous auction setting, the likely default setting facing most consumers on sites such as 
eBay, has not yet been studied.  Consider, for instance, the main simultaneous auction prediction of 
Peters and Severinov (2006). They posit that for competing auctions, the final price of one auction 
is affected by the existence of other auctions, and that prices are expected to be uniform across 
competing auctions.  However, can we expect uniform prices under reputational difference of 
sellers? We bridge this gap by deriving equilibrium bidding strategies in simultaneous auctions of 
identical goods by sellers of different reputations. We further test the predictions of this theory in a 
controlled laboratory setting with economic incentives (Smith 1976). Much like Resnick et al 
(2005), our motivation for using the controlled laboratory setting is to avoid possible omitted 
variable bias from the presences of other covariates that impact reputation and auction outcomes, 
albeit in more complex setting of simultaneous auctions.  We also benefit from measuring subject’s 

                                                 
1  This work consists of a theoretical piece and an experimental study. The theoretical piece is complete and reported 
fully at http://ssrn.com/abstract=1115805. The experimental piece is work-in-progress that will be completed before the 
end of 2008. 
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risk profiles through a post experiment survey and analyzing their micro-level bidding behavior 
captured by our custom designed online auction platform.  

Our research questions are:  1) How does seller reputation affect bidding strategy in 
simultaneous auctions for identical goods?  2)  How does observed bidding behavior compare to 
theoretical predictions in this setting?  3) How do individual risk preferences affect bidding 
behavior in these types of markets?  We report on data from the first round of experiments as well 
as preliminary findings from our risk assessment survey.  Additional data collection is planned for 
October 2008. 

Our experimental analysis finds interesting conformance as well as some interesting 
departures from theoretical predictions. We find that 78% of bidders resort to bidding on a single 
auction and (with only one exception) the remaining bidders place two bids.  In contrast, theory 
predicts that all bidders should place multiple bids.  Bidders who bid on two auctions, tend to 
primarily adopt a “hi-low” strategy that overemphasizes the top and (surprisingly) the bottom rated 
sellers. Bidders targeting lower reputation (higher risk) sellers generally overbid, failing to 
appropriately adjust for the associated risk. Taken together the last two effects result in economic 
rents for the highest and lowest reputation sellers and lower bidder surplus than theory would 
predict.  However this tendency ameliorates over time and we observe market efficiency increases 
as rounds progress and bidders learn to adjust for the appropriate risks.  

Summary of Theoretical Model2 

 
Dellarocas (2008) models a setting where a number of sellers of different reputations 

simultaneously offer sealed-bid, second-price, single-unit auctions of identical goods to unit-
demand buyers. A seller's reputation is defined as the buyers' common subjective belief that the 
seller will fulfill the transaction. The buyers' decision problem is to select on which auctions to 
submit bids as well as how much to bid. Our study compares the predicted Bayes-Nash bidding 
equilibria,  expected seller revenue, buyer surplus, and allocative efficiency of Dellarocas (2008) to 
observations derived from student subjects in a controlled induced value laboratory experiment 
designed as per Smith(1976), Roth (1988), and Kagel and Levin (1993). 

Below we provide a qualitative summary of the theoretical results of Dellarocas (2008) that 
frame our experiment. The analysis distinguishes between two settings: One where bidders are 
restricted to submit at most one bid and one where bidders have no such restriction. When bidders 
are restricted to submit at most one bid, there exists a unique Bayes-Nash equilibrium that has the 
following form: Sellers are ranked according to their reputation. Buyers self-select into a finite 
number of zones, according to their types (private valuations for the good). Buyers whose types fall 
in the highest zone always bid on the highest seller; buyers whose types fall in the 2nd highest zone 
randomize between the top two sellers, assigning higher probability to selecting the 2nd seller; 
more generally, buyers whose types fall in the k-th zone randomize between the top k sellers, 
assigning increasingly higher probability to selecting less reputable sellers. This bidding behavior is 
a form of probabilistic positive assortative matching: bidders assess where they stand on the 
valuation scale and assign higher probability to bidding on the auction that ``matches'' their 
respective zone, while also occasionally bidding on ``higher'' auctions. This strategy is depicted in 
Figure 1. 

                                                 
2 Full details of the theoretical model are available at  http://ssrn.com/abstract=1115805  
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Figure 1- Bidders’ Equilibrium Strategy Resembles Probabilistic Assortative 
Matching  

 

The probabilistic nature of the matching between bidders and sellers creates allocative 
inefficiencies that are most severe when the number of bidders is roughly equal to the number of 
sellers. To appreciate this, compare Figure 1 with a centralized assignment problem that a social 
welfare maximizing social planner could enforce. This important drawback of independent 
simultaneous auctions could, in theory at least, be remedied by combining single-unit auctions that 
end at roughly the same time into a single multi-item, provably efficient auction, such as a VCG 
auction. 

In terms of seller revenue, the key property is that more reputable sellers attract higher 
valuation bidders with higher probability. Reputation, thus, has a double impact on a seller's 
expected revenue: First, it affects the amount that buyers are willing to bid (it is equal to the 
valuation of the good times the seller's reputation). Second, it affects the quality of buyers who are 
more likely to choose a seller's auction. In settings with competition a seller's expected revenue is, 
then, a convex function of his reputation. 

The analysis is subsequently extended to the more general setting where buyers are allowed 
to bid on an arbitrary number of simultaneous auctions. Surprisingly, theory then predicts that even 
though they have unit demand, all bidders would place non-zero bids on all auctions. The optimal 
bid amount in each auction is equal to the bidder's expected valuation of the respective auction 
(taking into account the seller's reputation) multiplied by the probability that the bidder will not 
receive the item from any of the other auctions, given her other bids. Equilibrium bid vectors of all 
except the lowest bidder types have one of two forms: I) a high bid (i.e. a bid that is close to the 
bidder's expected valuation) on one auction and low bids on all remaining auctions or II) 
intermediate bids on all auctions. Bidders randomize between using Type I and Type II bid vectors. 
When using Type I vectors they further randomize with respect to which auction they place their 
high bid on. Higher bidder types use Type I bid vectors more often and place their high bid on 
higher auctions with higher probability.  

 

Laboratory Experiment 

 
Using these theoretical results to motivate our laboratory experiment we employ economic 

incentives drawing from the work of Vernon Smith (1976) on induced value theory to control for 
heterogeneous values and study the decision making behavior of bidders in a controlled setting.  
We design an auction market where there are six bidders, each with a private value drawn from a 
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uniform distribution with support (6, 10).  Bidders have the option to bid from four seller types, 
each with a different reputation rating (100%, 90%, 80%, 70%).  The reputation score indicates the 
probability that the buyer will receive the purchased good as advertised.  This means that if a bidder 
wins an auction from a seller with a 90% reputation score the probability that the winner will 
receive their good is .9; however, regardless of whether or not the good “ships” the winner must 
always pay for the unit won.  If the bidder wins two units he/she must pay for both even though 
their demand is for one unit only.  In each round bidders may bid on as many seller auctions as they 
choose.  Once bidders have submitted bids a subsequent screen indicates whether they have won 
the good and shows the profit in that round.  The experiment lasts for twenty rounds.  Subjects are 
paid in cash at the end of the experiment and their total profits are calculated as follows: 

 

Profit = [20 rounds * (Value of Good – Price Paid if Winner)] + Participation Fee 

 

In the above expression Value of Good is equal to the bidder’s private value if the good is 
received or zero if it is not.  

Our auction setting has an element of risk, in that buying from a seller with anything other 
than a 100% reputation score could lead to lost revenue if the good is paid for but not shipped.  As 
reputation scores decrease the risk that a bidder would pay for a good but not receive it increases, 
thus we consider the risk type of subjects as having a possible effect on bidding behavior.  To test 
this we deploy a post experimental risk assessment tool developed and validated by Weber, Blais 
and Betz (2006).  This survey allows us to make inferences about bidding behavior based on risk 
type and allows greater insight into observed outcomes.   

 

Results 
 

Bidding Strategy: We first analyze whether bidders conform to the predicted bidding 
strategy; results are shown in Table 1. We observe that 78% of the time bidders bid on a single 
seller, 21% of the time they bid on two sellers and only once was there an instance of a bidder 
placing bids on 3 sellers.  Because bidders did not predominantly follow the multi-bid strategy we 
compare our results to the theoretical single bid setting. Our data supports the prediction that higher 
bidder types are more likely to go for higher reputation sellers, whereas the low types target the low 
reputation sellers. As predicted and evident in Table 1 lower type (valuation) bidders tend to place 
multiple bids more often than higher type.  We observe that the bid-to-valuation ratio3 is higher in 
the case of one bid than it is in the case of two bids, suggesting that, consistent with theory, when 
people place multiple bids they scale at least one of them down relative to their expected valuation. 
Very often the second bid is a “lowball” bid.  Moreover, our data indicates relatively high bid-to-
valuation ratios for the highest and lowest reputed seller. This is an interesting observation as it 
appears that bidders are unable to appropriately adjust for the high risks associated with the 70% 
reputation sellers.  

 

 

                                                 
3 The bid-to-valuation ratio is defined as (bid amount)/((private value)*(seller reputation)) and reflects the degree to 
which bidders bid their expected valuation for a seller’s good, taking into consideration the non-fulfillment risk that is 
embodied in that seller’s reputation. Our theory predicts that if bidders place only one bid the b-t-v ratio should always 
be equal to 1. 
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# of simultaneous 
bids  

# of cases Average 
bidder  value 

Average bid-to-
valuation ratio 

0 9 6.35 0 

1 166 8.05 .86 

2 45 7.74 .73 

3 1 9.07 .63 

Table 1 – Bidders Conform to Predicted Equilibrium Bidding Strategy 
 

Bidder Surplus: We find that a higher than theoretically expected proportion of bids were 
placed with the highest and lowest reputation sellers. In addition, bidders tended to over bid on the 
low reputation sellers, placing bids in excess of their expected value4.  It is possible that these 
results reflect risk attitudes which can be explained by prospect theory (Kahneman and Tversky 
1979), where decisions appear risk averse in the domain of gains and risk seeking in the domain of 
losses.  Another possible explanation is that individuals have a utility for maximizing profits as 
well as winning the auction, in which case their utility function might resemble: V = max(profit) + 
max(prob(win auction)). In this instance bidders would bid an additional marginal amount to 
increase the probability of winning the auction.  We find that all bidder types at some point bid on 
the low reputation seller, therefore it is likely that bids placed by high value bidders’ crowd out low 
value bidders while increasing seller revenue. Overall, the crowding of bidders on the two extreme 
sellers and the overbidding on the lowest seller result in bidder surplus that is roughly 60%-70% of 
what theory would predict (Figure 2).  

 

 
Figure 2   

 
 Seller Revenue: We find that average seller revenue is very close to what theory 
predicts for the two middle sellers but about 30% higher than what theory predicts for the top and 

                                                 
4 Expected value = (bidder’s private value) * (seller’s reputation) 
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bottom seller.  Again, this observation can be explained by more bidders bidding on the highest and 
lowest sellers and bidding higher than expected value in order to increase the probability of 
winning the auction. 

 
Figure 3  

  

Allocative efficiency:  Our theoretical efficiency is .80 and we find that our experimental 
results are quite close to this level.  We also find that average efficiency increases per round 
suggesting that bidders learn how to bid over time.  Without a coordination mechanism such as a 
Vickery auction or Groves Clark auction it is unlikely that full efficiency is attained as bidders do 
not know for certain where they fall in the distribution of values, resulting in uncertainty about 
which seller to bid on.  We posit that a solution to the efficiency loss would be to impose a 
coordination mechanism such as Vickery Groves Clark to generate the efficient allocation.  

 

Impact of risk attitudes: Multivariate analysis of our risk assessment survey shows that 
bidders who had a higher level of risk tolerance (more willing to take financial risks) were more 
likely to bid with lower reputation sellers and to bid in multiple auctions.  We find that less risk 
tolerant bidders were likely to bid in only one auction and with the higher reputation sellers.  
Additional analysis is required to determine if these risk preferences aid in explaining deviations 
from our predicted outcomes. 

Conclusion 

 
Despite the increasing practical importance of reputation in multi-unit auction markets, 

there is relatively little theory on how unit-demand bidders should behave in this setting. In 
addition to informing buyer behavior, such research will help sellers better understand how their 
reputation and the condition of their items affect their expected revenue in the presence of 
competition. Finally, this work will assist market operators design more effective auction and 
reputation mechanisms for such environments.  

Our results are preliminary and we are in the process of collecting additional data.  
Specifically we will run a series of treatments with two very low value sellers (30%, 50%) and two 
much higher value sellers (90%, 100%) to test our theoretical finding that reputations below a 
certain threshold have little or no value. If accepted we will look forward to presenting the full set 
of data at ICORE 2009. 
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Abstract. A compelling problem in peer-to-peer (P2P) networks for file shar-
ing, is the spreading of inauthentic files. To counter this, reputation management
systems (RMS) [1] have been introduced. These systems dynamically assign to
the users a reputation value, which is considered in the decision to download files
from them or not. RMS are proven, via simulation, to make P2P networks safe
from attacks by malicious peer spreading inauthentic files. But in large networks
of millions of users non-malicious users get a benefit from sharing inauthentic
files due to the credit system. In this paper we show using agent based simulation
that reputation systems are effective only if there is a widespread cooperation by
users in verifying authenticity of files starting during the download phase, while
the size punishment derived by the reputation systems is less relevant. This was
not evident in previous works since they make several ideal assumptions about
the behavior of peers who have to verify files to discover inauthentic ones. Agent
based simulation allows to study the human factor behind the behavior of peers,
in particular the advantage of spreading inauthentic files, of not checking as soon
as possible their authenticity during the download, thus unwillingly cooperating
to the spreading of files.

1 Introduction

One of the most compelling problems in peer-to-peer (P2P) networks for file sharing,
at least from the point of view of users, is the spreading of inauthentic files; since
multimedia files are usually quite large, downloading the wrong ones causes waste of
time, of storage space and of bandwidth. The percentage of inauthentic files circulating
over a P2P network is high, especially for those resources which are recent and most
requested. Some of the reasons of this problem are the possibility to attack a P2P net-
works introducing malicious peers and how users exploits the protocol with which the
current P2P systems reward the users for uploading files, no matter if they are authen-
tic or not. Since uploading bandwidth is a limited resource and the download priority
queues are based on a uploading-credit system to reward the most collaborative peers
on the network, some malicious users, if they see that a resource is rare or most wanted,
could decide to create an inauthentic file for it, just to have something to share, thus
obtaining credits. In this way inauthentic files spread very quickly on the network and
those malicious users are never penalized for their behavior.

To balance the incentive for sharing inauthentic files, reputation management sys-
tems have been introduced. These systems gather information from users about the
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authenticity of files downloaded by peers and based on this assign dynamically a repu-
tation to them, which is used as a value in the decision to download files from them or
not. Reputation management systems are proven, via simulation, to make P2P networks
safe from attacks by malicious peer, even when forming coalitions.

If attack to P2P network via inauthentic files is a relevant problem, it is not the
only one. In particular, in large networks of millions of users attacks are more difficult
but users still have a benefit from sharing inauthentic files. Reputation management
systems have been proved useful against attacks but it is not clear if they can be effective
also against widespread selfish misbehavior. The reason is that they make many ideal
assumptions about the behavior of peers who have to verify files to discover inauthentic
files: this operation is assumed to be automatic and to have no cost. Moreover, since in
current systems files are shared before downloading is completed, peers downloading
inauthentic files involuntarily spread inauthentic files if they are not cooperative enough
to verify their download as soon as possible.

Thus, in this paper we address the following research questions:

– Which are the factors controlled by users which determine the correct functioning
of reputation management systems in P2P network?

– How to evaluate the role of these factors by means of agent based simulation?
Which factors have most impact?

In the present work the creation and spreading of inauthentic files is not considered
as an attack, but a way in which some agents try to raise their credits, while not possess-
ing the real resource that’s being searched by others. A basic and idealized reputation
management system (RMS) is introduced, acting as a positive or negative reward for the
users. We are not interested in simulating factors like distribution of workload among
the peers, how reputation calculated by peers, bandwidth concerns and multiple sources
downloading, since our focus is different. Instead, the human factor behind the RMS is
considered, like the decision of creating fake files in which circumstance and costs and
benefits of verifying files.

To verify the limits and effectiveness of a reputation mechanism under different user
behaviors we use agent based simulation. A multi agent simulation of a P2P network is
used as methodology, employing reactive agents to model the users.

This paper is structured as follows. First in Section 2 we discuss reputation manage-
ment systems, then in Section 3 we present the P2P scenario we use. Section 4 analysis
the parameters and results of simulations. Conclusions discuss the results and future
work.

2 Reputation

It is well known that selfish peers wish to use file sharing services while contributing
minimal or no resources themselves: to minimize their cost in bandwidth and CPU
utilization freeholders refuse to share files in the network. To incentively sharing of
files credit systems are set up to give more bandwidth or priorities in waiting queues to
users who share more files.
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The credit mechanism, alas, can be exploited by users who try to get more credits
by distributing highly requested files even if they do not have them, it is sufficient to
replace them with inauthentic copies. This behavior can take the form of an explicit
creation of inauthentic files or the voluntarily or not voluntarily sharing of downloaded
(or still in download) inauthentic files. When a user is downloading a file after a given
amount of time he can check its authenticity. If he does not verify, or he does and does
not remove that file, from the perspective of the system he becomes a malicious user
too.

Reputation management systems, like EigenTrust [2], try to alleviate the problem
of inauthentic files by allowing users to gave feedback about the cooperativity of other
users and the system uses this feedback to compute a reputation of the different peers
in the systems.

In general, a reputation system assists agents in choosing a reliable peer (if possi-
ble) to transact with when one or more have offered the agent a service or resource.
To provide this function, a reputation system collects information on the transactional
behavior of each peer (information gathering), scores and ranks the peers based on ex-
pected reliability (scoring and ranking), and allows the system to take actions against
malicious peers while rewarding contributors (response).

The driving force behind reputation system design is providing a service that severely
mitigates misbehavior while imposing a minimal cost on the well-behaved users. To that
end, it is important to understand the requirements imposed on system design by each
of the following: among them the behavior and expectations of typical good users, and
the goals and attacks of adversaries.

A system must be accessible to its intended users, provides the level of functionality
they require and does not hinder or burden them to the point of driving them away.
Therefore, it is important to anticipate any allowable user behavior and meet their needs,
regardless of added system complexity.

Usability of a systems consist both in providing an acceptable level of service, and
in not demanding them costly behaviors, or at least providing incentives for such be-
haviors.

However, note that malicious behavior by peer is due not only by the will to attack
the system or to get higher credits, but also by the cost of verifying the authenticity of
files: the user needs a correct version of the P2P software, has to find a suitable viewer,
to select a not yet verified file, to wait until it opens, to check the content (sometimes
an embarrassing task) and to signal the inauthenticity of the file. Since controlling the
authenticity of files is costly, and this operation is a prerequisite for giving a feedback on
the cooperativity of peers, the reputation management system is not granted to function
as expected.

Most approaches, most notably EigenTrust [2], assume that verification is made
automatically upon the start of download of the file. By looking as we do at the human
factor in dealing with RMS, we can question their real applicability, a question which
remains unanswered in the simulation based tests made by the authors.

To provide an answer to this question it is necessary to build a simulation tool which
aims at a more accurate modelling of the users’ behavior rather than at modelling the
reputation system in detail.
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3 The scenario

3.1 The P2P model

The P2P network is modeled as an undirected and non-reflexive graph. An undirected
graph is one in which the lines do not have direction. In reflexive graphs, it is possible
for a node to have a tie with itself, which is called a loop or, redundantly, a self-loop. In
non-reflexive graphs, such links are excluded.

Each node is an agent, representing a P2P user. The agents are reactive: their be-
havior is thus determined a priori, and the strategies are the result of the stimuli coming
from the environment and of the condition-action rules. Their behavior is illustrated in
next section.

Formally the multi agent system is defined as MAS =< Ag,Rel >, with Ag set
of nodes and Rel set of edges. Each edge among two nodes is a link among the agents
and is indicated by the tuple < ai, aj > with ai and aj ∈ Ag.

Each agent features the following parameters:

– Unique ID (identifier),
– Reputation value (or credits) N(ai),
– Set of agent’s neighbors RP (ai),
– Set of owned resources RO(ai),
– Set of goals (resource identifiers) RD(ai),
– Set of resources being downloaded P (ai),
– Set of pairs < supplier, resource >.

A resource is a tuple < Name, Authenticity >, where Name is the resource
identifier and Authenticity is a Boolean attribute indicating whether the resource is
authentic or not. The agent owning the resource, however, does not have access to this
attribute unless he verifies the file.

The resources represent the object being shared on the P2P network (e.g.: multi-
media files and so on). A certain number of resources are introduced in the system at
the beginning of the simulation; they represent both the owned objects and the agents’
goals. For coherence, an owned resource can’t be also a goal, for the same agent. The
distribution of the resource is stochastic. During the simulation, other resources are
stochastically introduced in the pool of the agents. In this way, each agent in the sys-
tem has the same probabilities to own a resource, independently from her inner nature
(malicious or loyal).

In the same way also the corresponding new goals are distributed to the agents; the
only difference is that the distribution probability is constrained by its being possessed
by an agent. Formally R be the set of all the resources in the system. We have that
RD(ai) ⊆ R, RO(ai) ⊆ R and RD(ai) ∩RO(ai) = ∅.

Each agent in the system features a set of neighbors N(ai), containing all the agents
to which she is directly linked in the graph: N(ai) = {aj ∈ Ag |< ai, aj >∈ Rel}.
This information characterizes the information of each agent about the environment.
The implemented protocol is a totally distributed one, so looking for the resource is
heavily based on the set of neighbors.
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In the real word the shared resources often have big dimensions; after finding the re-
source, a lot of time is usually required for the complete download. In order to simulate
this the set of the ”resources being downloaded” (Ris) introduced. These are described
as Ris =< resourceID, completion, checkstatus >, where ID is the resource iden-
tifier, completion is the percentage already downloaded and ”check status” indicates
whether the resource has been checked for authenticity or not. In particular, it can be
not yet verified, verified and authentic and verified and inauthentic:
check status ∈ {NOT CHECKED,AUTHENTIC, INAUTHENTIC}

Another relevant information is ID of the provider of a certain resource, identified
by P (ai). Each agent keeps track of those which are uploading to him, and this infor-
mation is preserved also after the download is finished. In the real world, the P2P client
should keep this information and link it to the received files, in the form of an associ-
ation provider ID-resource ID. In the model described in this work this information a
resource features just a provider for all the downloading process. The real P2P systems
allow the same resource to be download in parallel from many providers, to improve the
performance and to split the bandwidth load. This simplification should not affect the
aggregate result of the simulation, since the negative payoff would reach more agents
instead of just one (so the case with multiple provider is a sub-case of that with a single
provider).

3.2 The reputation model

In this work we assume a simple idealized model of reputation, since the objective
is not to prove the effectiveness of a particular reputation algorithm but to study the
effect of users’ behavior on a reputation system. We use a centralized system which
assumes the correctness of information provided by users, e.g., it is not possible to
give an evaluation of a user with whom there was no interaction. The reason is that we
focus on the behavior of common agents and not on hackers who attack the system by
manipulating the code of the peer application.

3.3 The user model

We model peers as reactive agents replying to requests for download, performing re-
quests or verifying files. While upload is performed each time another agent makes a
request, requesting downloading and verification are performed (in alternative) when it
is the turn of the agent in the simulation.

All agents belong to two disjoint classes: malicious agents and loyal agents. The
classes have different behaviors concerning uploading, while they have the same be-
havior concerning downloading and verification: as we said, malicious agents are just
common agents who exploit for selfishness the weaknesses of the system.

When it is the turn of another peer, and he requests a file to the agent, he has to
decide whether to comply with the request and to decide how to comply with it.

– The decision to upload a file is based on the reputation of the requester: if it is
below a threshold, the ”replying threshold”, the requestee denies the upload (even
if the requestee is a malicious agent producing inauthentic files).
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– The ”replyTo” method refers to the reply each agent gives when asked for a re-
source. In the reactive model there are two categories for the agents: ”loyal” and
”malicious”. When the agent is faced with a request he cannot comply but the re-
quester’s reputation is above the ”replying threshold”, if he belongs to the malicious
class, he had to decide whether to create and upload an inauthentic file by copying
and renaming one of his other resources. The decision is based depending on a pa-
rameter. If the resource is owned, sends it to the requesting agent, after verifying if
her reputation is higher than the ”replying threshold”.

Each agent performs at each round of simulation two steps:

1. Performing the downloadings in progress. The first action performed by each agent,
for each download in progress, is that of carrying it on; for each resource being
downloaded, the agents check if the download is finished (i.e.: it reached n/n parts).
If not, in order to avoid inconsistency, the system checks if the resource is still
present in the provider’s ”sharing pool”. In case it’s no longer there, the download
is stopped and can (must??) be removed from the list of the ”owned resources”.
Each file is formed by n units; when 2/n of the file has been downloaded, then the
file gets automatically owned and shared also by the agent that is downloading it.

2. Making new requests to other peers or verifying the authenticity of a file down-
loaded or in downloading, but not both:
(a) When searching for a resource all the agents within a depth of 3 from the

requesting agent are considered (according to the TTL system of Gnutella net-
work, since the network is fixed and thus it is irrelevant to propagate the query
each time). The list of these agents is ordered by reputation. A method called
”replyTo” is invoked on every agent with a reputation higher than the ”requests
threshold”, till when the resource is found or the list reaches the ending point.
If the resource is found, it’s inserted in the ”downloading list”, the goal is
cancelled, the supplier is recorded and linked with that specific download in
progress and her reputation is increased according to the value defined in the
simulation parameters. If no resource is found, the goal is given up. However,
new goals are introduced in the simulation, according to the parameters set by
the user.

(b) Verification means that a file is previewed and if the content does not corre-
spond to its description or filename, this fact is notified to the reputation system.
Verification phase to be carried on, at least one download must be in progress
and it must be beyond the 2/n threshold described above. If these hypotheses
are satisfied, in the present model an agent has, depending on a parameter, a
given probability to check or to look for a new resource and starting a new
download if that is found.
In case the agent decides to verify, a random resource is selected among those
being downloaded which has not yet been checked and that’s over 2/n of com-
pletion. If the resource is authentic, the agent’s turn is over. Otherwise, if the
resource turns out to be inauthentic, a ”punishment” method is invoked, the re-
source is deleted from the ”downloading” list and from the ”owned resources”
list and the same resource is inserted among the ”goals” once again.
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The reputation mechanism is based on the ”punishment” method which lowers the
supplier’s reputation, deletes her from the ”providers” list in order to avoid cyclic (and
multiple) punishment chains, and recursively invokes the ”punishment” method on the
punished provider. In this way a punishment chain is created, reaching the creator of
the inauthentic file, and all the aware or unaware agents that contributed in spreading
the resource.

4 Experimental results

4.1 The variables considered

At present, the simulation goes on until at least one goal (for at least one agent) exists
and/or a download is still in progress.

A ”come-back” mode is implemented and selectable before the simulation starts,
in order to simulate the real behavior of some P2P users who, realizing that they can-
not download anymore (since they have low credits or, in this case, bad reputation),
disconnect their client, and then connect again, so to start from the initial pool of cred-
its/reputation. When this mode is active, at the beginning of each turn all the agents
that are under a given threshold reset it to the initial value, metaphorically representing
the disconnection and reconnection. If the starting value for the reputation is properly
selected, this practice doesn’t necessarily privilege (advantage) these users: in fact the
reputation should rise more with a normal file sharing behavior, thus allowing the agents
to achieve their goals in shorter times.

In the following table a summary of the most important parameters for the experi-
ments are given:

Table 1.

4.2 Simulation methodology

In this section the results of the simulation are depicted and analyzed. In all the experi-
ments, the other relevant parameters are fixed, while the following ones change:
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Table 2.

A very important index, defining the wellbeing of the whole P2P system, is the
ratio among the number of inauthentic resources and the total number of resources on
the network. As stated before, the total number is increasing more and more over time,
since we introduce a number of new resources after a given period. In particular, in
the experiment, it has been chosen to introduce three new resources at every time step:
this is quite realistic, considering a total number of agents of 50. After 2000 time-steps,
which is the limit we choose to use for our observations, we can expect to have a total
of 5997 unique resources, summed to the initial 50 (a grand total of 6047). Another
measure collected is the average reputation of loyal and malicious agents at the end
of the simulation; in an ideal world, we expect that malicious ones to be penalized for
their behavior, and good ones to be rewarded. This multi-run technique, described in
[3], is a way to structurally validate the model and overcome the sampling effect; the
proportion among malicious and loyal agents, the distribution of both kinds of agents
in the network, the links among them, the distribution of the resources and goals are
all stochastic variables, so running many times a simulation with the same parameters
gives an high level of confidence for the produced results. The results were obtained by a
batch execution mode for the simulation. This executes 50 times the simulation with the
same parameters, sampling the inauthentic/total ratio every 50 steps. In 2000 turns, we
have a total of 40 samples. After all the executions have finished, the average for each
time step is calculated, and represented in a chart. In the same way, the grand average
of the average reputations for loyal and malicious agents is calculated, and represented
in a bar chart. In figure 1, the chart with the trend of inauthentic/total resources is
represented for the results coming from experiments 1, 2, 3, 5 and 6. The results of
experiment 4 will be discussed later.

Fig. 1.
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4.3 Evaluation of results

Experiment 5 depicts the worst scenario, in which no negative payoff is given for the
discovery of inauthentic files. The ratio initially grows and, at a certain point, it gets
constant over time. This is explainable by the fact that the new resources are stochasti-
cally distributed among all the agents with the same probability: in this way also mali-
cious agents have new resources to share, and they will send out inauthentic files only
for those resources they do not own. In the idealized world modeled in this simulation,
since agents are 50% malicious and 50% loyal, and since the ones with higher reputation
are preferred when asking for a file, its straightforward that malicious agents reputation
fly away, and that an high percentage of files in the system are inauthentic (about 63%).
Experiment 1 shows how a simple RMS, with quite a light punishing factor (3) is al-
ready sufficient to lower the percentage of inauthentic files in the network over time.
We can see a positive trend, reaching about 28% after 2000 time steps, which is an over
100% improvement compared to the situation in which there was no punishment for
inauthentic files. In this experiment the verification percentage is at 30%, meaning that
only 30% of downloaded files are checked for authenticity (during or after their down-
load). This is quite low, since it means that 70% of the files remain unchecked forever
(meaning that they have been downloaded, but never used). In order to show how much
the human factor can influence the way in which a RMS works, when applied to a P2P
system, in experiment 2 the verification percentage has been increased up to 40%, while
leaving the negative payoff still at 3. The result is surprisingly good: the ratio among
inauthentic resources and the total number of files on the network is dramatically low-
ered after few turns (less than 10% after 200), reaching less than 1% after 2000 steps.
Since 40% of files checked is quite a realistic percentage for a P2P user, this empiri-
cally proves that even the very simple RMS proposed in this work dramatically helps in
reducing the number of inauthentic files on a P2P network. Later on, also the average
reputation of the agents will be discussed, in order to see whether loyal agents also get
penalized or not, when acting as unwilling accomplice. In order to assign a quantitative
weight to the human factor, in the next experiment, number 3, the negative payoff is
taken from 3 to 4, while bringing back the verification percentage to 30%. Even with
a higher punishing factor, the studied ratio is worse than it was in experiment 2, mean-
ing that its preferable to have a higher verification rate, compared to a higher negative
payoff. In this experiment, anyway, its shown that, with a 30% of verification, the ratio
of inauthentic files over total resources goes from 28% (experiment 1) down to about
12.5%, just by moving the negative payoff from 3 to 4. Experiment 6 shows the oppo-
site trend: the negative payoff is lighter (2), but the verification rate is again at 40%, as
in experiment 2. The trend is very similar just a bit worse - to that of experiment 3. In
particular, the ratio of inauthentic files, after 2000 turns, is about 16%. At this point, it
gets quite interesting to find the break even point among the punishing factor and the
verification rate, in order to reach a very positive aggregate result for the ratio of inau-
thentic files, as the one obtained in experiment 2. After some empirical simulations, we
have that, compared with 40% of verification and 3 negative payoff, if now verification
is just at 30%, the negative payoff must be set to a whopping value of 8, in order to get
a comparable trend in the ratio of inauthentic files circulating over the network. This is
done in experiment 4 and represented in the chart in figure 2.

Simulating the Human Factor in Reputation Management Systems for P2P Networks Guido Boella, Marco Remondino,
and Gianluca Tornese

Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09 163



Fig. 2.

The chart uses a logarithmic scale on y-axis, since the trends are almost overlapped:
after 2000 turns, theres 1% of inauthentic files with a negative payoff of 3 and a veri-
fication percentage of 40%, and about 0.7% with 8 and 30% respectively. This clearly
indicates that human factor (the files verification) is crucial for a RMS to work correctly
and give the desired aggregate results (few inauthentic files over a P2P network). In par-
ticular, a slightly higher verification rate (from 30 to 40%) weights about the same of
a heavy upgrade of the punishing factor (from 3 to 8). Besides considering the ratio of
inauthentic files moving on a P2P network, its also crucial to verify that the proposed
RMS algorithm could punish the agents that maliciously share inauthentic files, with-
out involving too much unwilling accomplices, which are loyal users that unconsciously
spread the files created by the former ones. In the agent based simulation, this can be
considered by looking at the average reputation of the agents, at the end of the 2000
time steps. This is observed in the bar chart in figure 3, which compares this value for
the various experiments discussed before.

Fig. 3.

The scale for y-axis is logarithmic, since in some experiments the difference among
higher and lower values is too high to be visible with a linear one. In the worst case
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scenario (with no negative payoff for inauthentic files), depicted in experiment 5, the
malicious agents, that are not punished for producing inauthentic files, always upload
the file they are asked for (be it authentic or not). In this way, they soon gain cred-
its, topping the loyal ones. Since in the model the users with a higher reputation are
preferred when asking files, this phenomenon soon triggers an explosive effects: loyal
agents are marginalized and almost ostracized, and never get asked for files. This re-
sults in a very low average reputation for loyal agents (around 70 after 2000 turns) and
a very high average value for malicious agents (more than 2800) at the same time. In
experiment 1 we can see how the basic RMS presented here, can help with this; even
with a low negative payoff (3) the average reputations after 2000 turns, the results are
clear: about 700 for loyal agents and slightly more than 200 for malicious ones. In the
system there are two reputation thresholds: the first and higher one, under which its
impossible to ask for resources to other agents, the second, lower than the other, which
makes it impossible even to share the owned files. This guarantees that an agents that
falls under the first one (because she shared too many inauthentic files), can still re-
gain credits by sharing authentic ones and come back over the first threshold. On the
contrary, if she continues sharing inauthentic files, she will fall also under the second
threshold, being de facto excluded from the network, still being a working link from and
to other agents. In experiment 1, many malicious agents fall under the lower threshold,
while no loyal agent does. Thus, the algorithm preserves loyal agents, while punishing
malicious ones. As discussed before, in experiment 2 we keep the negative payoff at
3, but higher the verification percentage (human factor) from 30% to 40%. As for the
ratio of inauthentic files in the system, this proves to be a tremendous improvement for
the effectiveness of the RMS algorithm. In fact, the average reputation for loyal agents,
after 2000 steps, reaches almost 1400, while all the malicious agents go under the lower
threshold (they cant either download or share resources), with an average reputation of
less than 9 points. As for the percentage of inauthentic files in the system, the human
factor proves to be a very important aid to the presented RMS; fortunately, 40% of ver-
ification is a very likely figure to be carried on in the real word. Experiment 3 explores
the scenario in which the users are very uninterested, in the sense that they just check
30% of the files they download, but the negative payoff is raised from 3 to 4. The final
figure about average reputations is again very good, even more than it was in experi-
ment 2. Loyal agents, after 2000 steps, averagely reach a reputation of over 1200, while
malicious ones stay down at about 40. This again proves the proposed RMS system to
be quite effective, though, with a low verification rate, not all the malicious agents get
under the lower threshold, even if the negative payoff is 4. In experiment 6 the verifica-
tion percentage is again at the more realistic 40%, while negative payoff is reduced to
2. Even with this low negative payoff, the results are very good: many (most) malicious
agents fall under the lowest threshold, so they cant share files anymore and they get an
average reputation of about 100. Loyal agents, on the other side, behave very well and
reach an average reputation of more than 900, after 2000 turns. Experiment 4 is the one
in which we wanted to harshly penalize inauthentic file sharing (negative payoff is set
at 8), while leaving an high laxity in the verification percentage (30%). Unlikely what
it could have been expected, this setup does not punish too much loyal agents that, un-
willingly, spread unchecked inauthentic files. In fact, after 2000 turns, all the malicious
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agents fall under the lowest threshold, and feature an average reputation of less than 7
points, while loyal agents fly at an average of almost 1300 points. The fact that no loyal
agent falls under the point of non return (the lowest threshold) is probably due to the
fact that they do not systematically share inauthentic files, while malicious agents do.
Loyal ones just share the resources that they never check, and which they own, thinking
they are the real thing. Malicious agents, on the other side, always send out inauthentic
files when they are asked for a resource they do not own for real, thus being hardly
punished by the RMS, when the negative payoff is more than 3.

Comeback mode The fact that in the RMS proposed in this work two thresholds exist
to prevent malicious agents that persists in producing and sending out inauthentic files
from downloading or even sharing resources, makes it straightforward to imagine that
an agent could simply disconnect and reconnect to the network, in order to start from
an initial reputation value and overcome these limitations. In order to simulate this, a
comeback mode has been implemented in the simulation and studied in the following
experiments. The agents, when reaching the lowest threshold, are simply reset to the ini-
tial reputation value (thats what would happen if they disconnected and reconnected). In
Table 3 the parameters for the next experiments are described. All the other parameters
stay still as showed in Table 1.

Table 3.

In Figure 4 the inauthentic files ratio, resulting from experiments with this mode
enabled, is depicted.

It is very interesting to notice that, even with comeback mode activated, the results
are very similar to those in which this mode is turned off. They are actually a bit worse
when the negative payoff is low (3) and so is the verification percentage (30%): the
ratio of inauthentic files in the network is quite high, at about 41% after 2000 turns
(experiment 8) versus the 27% observed in experiment 1, which had the same param-
eters, but no comeback mode active. When the verification percentage is increased to
40%, though, things get quite better, as seen in experiment 7. Now the ratio of inau-
thentic files has the same levels as in experiment 2 (less than 1% after 2000 steps). Also
with a lower verification percentage (again at 30%), but leaving the negative payoff at
4 (experiment 9), the figure is almost identical to the one with the same parameters, but
without a comeback mode (experiment 3). In fact, after 2000 turns, the inauthentic files
ratio is at about 12%. In figure 5 the bar chart showing the average reputations for the
agents in the comeback scenario is examined. The scale on y-axis is logarithmic.
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Fig. 4.

Fig. 5.

Experiment 8, in which both the negative payoff (3) and the verification percentage
(30%) are low, the average reputations after 2000 steps are worse than those seen in ex-
periment 1, with the same parameters, but no comeback mode. Loyal agents have now a
final average reputation of less than 600, against that of almost 700 seen in experiment
1. Malicious agents have now an average reputation of about 250, while when no come-
back was possible this value was barely higher than 200. Experiments 7 and 9, on the
contrary, again return values which are almost identical to those seen in the same sce-
narios with no comeback mode. So, the experiments show that malicious agents, even
resetting their own reputation after going below the lowest threshold, cant overcome the
presented basic RMS, if they always produce inauthentic files. This happens because,
even if they reset their reputation to the initial value, its still quite low compared to
the one reached by loyal agents; if they shared authentic files, this value would easily
go up in few turns, but since they again start spreading inauthentic files, they almost
immediately fall under the thresholds again and again. In future works, a more variable
(stochastic and adaptive) behavior will be implemented for the agents, to see how the
results change and if the RMS is still reliable in more realistic situations.
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Scaling issue : changing the numbers of the agents involved Agent based simulations
can suffer from scaling issues, meaning that the results obtained with a certain number
of agents can vary when this number changes significantly. In order to examine this,
two more experiments were carried on. In those, the number of agents is increased to
150 (thats three times compared to that of the previous experiments). Coherently, the
number of edges is also tripled from 80 to 240 and so is the initial pool of resources
(from 50 to 150) and the number of resources introduced at each turn (from 3 to 9).
The goal is to compare the results from these simulations to those obtained with the
former ones, and check if the results are still valid. Experiment 1a is compared with
Experiment 1, and experiment 2a with experiment 2, them being the same versions
with higher numbers. In figure 6, the comparison among Experiment 1 and 1a is carried
on.

Fig. 6.

The trend is very similar, even if not exactly identical. With a low negative payoff
(3) and a low verification rate (30%), a higher number of agents, even if all the other
data are increased accordingly, result in a slightly higher ratio of inauthentic files. The
same comparison is carried on with the average final reputations, in experiment 1 and
1a. This is shown in figure 7.

Here the results are very similar, even if, again, we see that the system with more
agents has a slightly worse aggregate behavior than the smaller one. In figure 8, experi-
ment 2 and 2a are compared. Now the negative payoff is still at 3, while the verification
percentage is raised to 40%. In this case, the results are almost identical, so in figure 8
a logarithmic scale was used for y-axis, to be able to see a difference among the lines
(which, otherwise, would be overlapping).

Now, increasing the number of agents, the final ratio of inauthentic files on the
network is even lower, although almost imperceptibly, when compared to the case where
less agents were involved. Lets have a look at the final average reputations of the agents
(figure 9). Once again, the logarithmic scale is used for y-axis.
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Fig. 7.

Fig. 8.

Generally we can conclude that the difference is very low, so the scaling issue is not
influencing the results shown, at least when moving from 50 to 150 agents. In future
works this study will be extended to even more agents.

5 Conclusions

First of all in this paper we question which are the factors controlled by users which de-
termine the correct functioning of reputation management systems in P2P network. We
individuate two critical points: the decision of sharing inauthentic files and the decision
not to verify the downloaded files.

While the benefit of non verifying is determined by the time saved, since verifying
is incompatible with making new searches and starting new download (the simulation
scenario model this as a percentage on the possible requests), the benefit of spreading
inauthentic files must be confirmed by the simulation. If we run a simulation without the
mechanism for punishing malicious agents, inauthentic files will increase sharply, since
the peers with highest reputation are malicious agents - and at the end of simulation
the reputation of malicious agents is much higher loyal agents’, and this difference is
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Fig. 9.

reached very soon. Thus, producing inauthentic files is a paying strategy, if there is no
enforcement mechanism.

Note however that the behavior of malicious agents strikes back against them, since
we assume that they are not attackers and thus they have the goal to download authentic
resources too.

In the current system, the behavior of peers, and thus also of malicious agents is
fixed, so they cannot adapt their behavior to the flooding of bad files each one con-
tributes to spread.

In this paper we assume that if a file is verified then the reputation of the uploader
is decreased immediately, due to the lower cost of this action. A more fine grained
model should consider also this human factor. Analogously we do not consider the
possibility to punish peer without first receiving and checking a file - a behavior with
should be prevented by the software itself - as well as we do not consider the possibility
of punishing even if the file is authentic. As stated in the Introduction, our goal is to
model the behavior of normal user, not of hackers attacking the system.

The second question of the work is: how to evaluate the role of these factors by
means of agent based simulation? Which factors have most impact?

The simulation framework for reputation gives interesting results: the key factor
to lower the number of inauthentic files in a file sharing P2P system is the proportion
of verifications made by peer. Even a reasonable figure like 30% sharply limits the
behavior of malicious agents when we do not consider the possibility of whitewashing
after comeback. The value of the punishment in terms of decrease of reputation has
instead a more limited impact, in particular in comeback mode

Surprisingly, even when white washing is allowed - thus a malicious agent can dis-
connect and change identity to joint the system again to repeat his greedy behavior -
the number of inauthentic files in the system can be limited if peers verify files 40%
of the time they spend making new requests. The same result cannot be achieved by
increasing the figure of the punishment and decreasing the proportion of verifications.
Under 40%, the system is not able to defend itself from comingback malicious agents.

The moral of our study is that a mechanism for stimulating users to check the au-
thenticity of files should be promoted, otherwise the entire file sharing system is flooded
by inauthentic files.
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In contrast, most approaches to reputation systems consider verification automatic,
thus ignoring the human factor: since we show that verification has a sharp effect which
varies according with the proportion it is made by users, it cannot be ignored in simu-
lating the effect of a reputation system.

Thus, we identify the conditions, when even a simple RMS can dramatically reduce
the number of inauthentic files over a P2P system and harshly penalize malicious users,
without directly banishing them from the network, like proposed in other models based
on ostracism, which unrealistically presuppose the possibility of disconnecting a peer
at the network level

The model we propose is very simple. The reader must be aware of several limita-
tions, which are the object of ongoing work.

Resources are not divided in categories. Inauthentic files in reality are mostly found
in new resources, as common user experience witnesses when downloading new block-
buster movies: authentic files are almost impossible to find. Thus, we are aiming at
using real data about download to differentiate the kinds of resources, distinguishing in
particular newly requested resources (like when a new movie is distributed in theaters
and users try to download it on a P2P network).

We now only distinguish malicious agents from loyal agents, but all agents of each
category have the same behavior, for example they verify with the same proportion.
It could be useful to simulate what happens when using different parameters in each
reactive agent of the two classes.

We do not consider the problem of bandwidth. Thus downloads proceeds all at the
same rate, even if the decision to upload to a peer is based on his reputation. Moreover,
a peer decides to upload on the basis of which agent has the highest reputation. It is well
known that this algorithm risks to create unbalance among peers, but we abstract here
from this problem, since we are not proposing a new P2P mechanism but checking the
efficacy of a reputation system on the specific problem of inauthentic files. Note, how-
ever, that this strategy has a negative effect when malicious peers get high reputation,
but if the reputation system is well tuned, malicious agents never get high reputation.

Finally, we allow agents to disconnect and reconnect, but this whitewashing to re-
cover reputation happens without changing position of the agent in the graph, and the
reconnected agents behave like before the disconnection.

The real improvement in our ongoing work, however, rests in passing from reactive
agents always repeating their behavior to more sophisticated agents able to learn from
what is happening in the network. While in the current model agents stochastically
decide whether to upload an inauthentic file or not, or to verify or not, it is more realistic
that agents adapt to the circumstances, looking how many objectives they can achieve
using their current strategy, and looking for new alternatives.

Modeling adaptive agents is important, since it allows to check further vulnerabil-
ities, like what happens when agents produce inauthentic files at a variable rate which
does not decrease too much their reputation.
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Abstract. Peer to Peer systems have shown to be very powerful to build
very large scale distributed information systems. They are self organized,
and provide very high availability of the data. However, the management
of malicious peers is a very open problem for the Peer to Peer research
community, and building trust is a very di�cult task.
In this context, Reputation Systems have shown to be a very good so-
lution to build trust in Peer to Peer systems. Nevertheless, using only
the reputation value of a peer to decide to make a transaction is not
su�cient to guarantee that it will succeed, and the use of the credibility
of recommendation emitters does not always signi�cantly mitigate the
computed reputation.
We show in this paper the importance of the notion of risk associated
to the reputation value, and why a better decision can be taken using
both, the reputation and a risk value, for a given peer. We present some
metrics based on the list of recommendations for a peer that allow to
detect some suspicious behaviours that can alert the application of the
presence of a malicious peer. The proposed metric is �exible such that an
application can adapt the metric to its needs, given more or less weight
to some speci�c types of behaviours.
We present some simulations to show the in�uence of malicious be-
haviours of a peer over its reputation value with the evaluation of the
associated risk, and how our metric can detect this kind of behaviours.
We conclude about the need to use a risk factor associated to the repu-
tation value, and present some future works about the risk metrics.

1 Introduction

Building trust in Peer to Peer networks is a very di�cult task, mainly because
of the number of peers, the high dynamism of the network, and the presence of
malicious peers. These characteristics make using a certi�cation authority based
on a set of servers not a very well suited answer to this problem, as it requires
a central administration, which it is not a scalable solution. Other traditional
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authentication techniques can not be used because of the ability of the peers to
change its identity, and the need of anonymity of the peers [1].

In this context, reputation systems have shown to be a very good solution
to build trust in Peer to Peer systems [12], [6], [14], [9], [10]. The key idea of a
reputation system is to provide a reputation value for each peer, which can be
seen as the probability for the peer to be trusted. To compute the reputation
value the system de�nes a metric based on a set of recommendations emitted
by other peers after completing a transaction. When a transaction succeeds, a
good recommendation must be emitted, and a bad one otherwise. An application
can then decide whether or not to do a transaction with a peer according to its
reputation value.

Usually, the metric of reputation systems also considers the credibility of
the peer which emits the recommendation, as a function of its reputation value
[13] [9] [6] or as the similarity of its past evaluations [12] [2]. Nevertheless, the
reputation value is not su�cient, and malicious peers can take advantage of a
good reputation value to deceive other peers.

As the reputation value is based on the behaviour of the peers, it can not
re�ect some of the strategies used by the peers to fool the reputation system. This
is why the notion of risk has been introduced as a complement to the reputation
value. The risk value is used to try to detect suspicious behaviours of the peers
that have a good reputation and seem to be trusted. The purpose is to give the
reputation system more information, about the analysis of the behaviour of the
peers, to make the system more robust to attacks of malicious peers.

To our knowledge, the notion of risk as presented in this paper has never
been proposed before. Only the work in Pet [8] reputation system introduces the
notion of risk in their trust model. In Pet, this is a value derived from direct
interactions with other peers. This is a very di�erent approach since it only
take into account a short-term behaviour [8], and it is focused to detect sudden
changes of behaviour of the peers that the reputation value can not detect. A
drawback of this work is that in peer to peer networks, with millions of peers it
is not very probable that a peer had already a previous direct interaction with
other speci�c one.

A few proposals have attempted to address the issue of malicious attacks to
the reputation system. Overall, reputation systems are focused on mitigating ma-
licious recommendations, which are detected with the use of a credibility value.
Xiong and Liu in [12] consider the problem of free riders adding to the reputa-
tion metric a community context factor, which can be a function of the feedback
provided by the peer to the reputation system. This is a way to encourage the
participation of peers.

TrustGuard [11] is a framework that is focused, as our work, on understanding
the vulnerabilities of the reputation systems and on how to minimize the e�ects of
malicious peers. The di�erence is that TrustGuard changes the reputation metric
to achieve this. We believe that the reputation metric gives valuable information
itself and can be quite �exible for an application, but we also believe that an
application needs additional information to know if the reputation value of a peer
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can be trusted itself. TrustGuard [11] detects three vulnerabilities, malicious
peers that adapt its behaviour to maximize its malicious goals, rumours and
false recommendations. We did not consider in our work the last two problems
because they can be mitigated directly in the reputation metric. A solution based
on a proof of transaction (evidence) has been proposed in [11]. We will see later
on in this paper that our approach of the risk uses an analysis of the behaviour
of the peer, based on the list of recommendations that the reputation system
already has to calculate the reputation value.

The RQC reputation system [5] proposes a quality function to evaluate the
trustworthiness of the reputation value. Similarly to some metrics in our work,
they consider the number of recommendations and the variance of the data to
compute the quality of the reputation value. RQC searches the consistence in
the reputation value more than detect suspicious attacks of malicious peers that
take advantage of their reputation value to attack the system.

In this paper, we propose a risk metric capable to detect several well-known
malicious behaviours of peers, such that the Oscillating Personality, the Random
Behaviour, and the Repeated One Shot Attack.

The rest of the paper is organized as follows. In Sect. 2, we brie�y present a
general model of a reputation system where a risk metric can be applied. Section
3 details a set of risk metrics to detect several well-known malicious behaviours
of peers. Then, experiments and results are shown in Sect. 5. Finally, conclusion
and future work are presented in Sect. 6.

2 Reputation System Model

The risk metrics presented in the next section are based in the idea that to
compute the reputation value of a peer X (Re(X)) the reputation system col-
lects a number of recommendation emitted by some peers which already had
transactions with X in the past.

We note Fi(X) the recommendation emitted about a peer X of index i from
a total of m recommendations. The value m in some systems can be considered
like a su�cient number of recommendations or in others as the maximal number
of recommendations to compute a reputation.

We suppose in the following that the reputation value is the probability for
a peer to be trusted, and that the reputation system uses recommendations in
the range [0..1], with at least three discreet values.

There are several reputation systems that follow this model [9], [12], [2], [13].
All of them could include a risk metric as a complement to the reputation value
in order to help an application to decide whether or not to make a transaction.

3 Malicious Behaviours and Associated Risk Metrics

There are several strategies that a malicious peer can use to fool the reputation
system. None of them can be detected using only the reputation value of the

From Hazardous Behaviours to a Risk Metric for Reputation Systems in Peer to Peer Networks by Erika Rosas and
Xavier Bonnaire

Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09 175



peer. An application can then ignore a wrong behaviour of this peer. In this
section, we present a set of well-known malicious behaviours for a peer, and we
propose an associated risk metric capable of detecting this malicious behaviour.

3.1 White Washers

A peer is called a White Washer when it intentionally leaves the network and
enter again with a new identity, in order to clear its history of recommenda-
tions. This allows the peer to fool an application, appearing with a fresh good
reputation. This is mainly due to the assignment of a good reputation to new
peers entering the network (positive discrimination) to give them a chance to
make a transaction. Therefore, it becomes di�cult to discriminate new peers
from malicious ones for the reputation system. The worst case appears in the
Sybil Attack [3] where a peer can have multiple identities.

In decentralized reputation systems there are no solutions to identify these
peers, but there are some ways to mitigate their impact. The use of expensive
identi�ers can help to prevent a peer from trying to get several di�erent identi-
�ers, due to the computational or �nancial cost to obtain a new identi�er.

Giving a reputation to the resources used in the network (i.e. �les, etc...) like
in [2] [7], or giving a low reputation value to new peers can help to mitigate the
e�ects of White Washers. However, this does not encourage new honest peers
to participate to the system. The work of Friedman in [4] has shown that the
distrust in new peers is a social cost inherent to the easy change of identity.

The problem with the reputation value is that a peer X with a number of
good recommendations r ¿ m, will have a similar reputation value that a peer
with m good recommendations. For example, a new peer with only one good
recommendation will have nearly the same reputation value of a peer with m
good recommendations.

To mitigate the e�ect of White Washers, we propose the risk metric given by
(1), where r is the number of recommendations that have been emitted about
peer X and m the maximum number taken into account in the reputation cal-
culation.

RiA(X) =
(
1− r

m

)
(1)

The result is a number in the range [0, 1], 0 means no risk, the peer has a
su�cient history of recommendations and the reputation value can be taken into
account without risk. On the other hand, a risk of 1 means that the reputation
value is very risky because there is not enough information about X, and the
computed value is the default for new peers.

3.2 Oscillating Personality

The problem of oscillating personality appears because the reputation value is
generally an average or a weighted average of the recommendations that have
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been emitted about a peer. The result gives a global idea of the past behaviour
of the peer.

A peer which makes a good transaction and a bad one in turn will have
a reputation value in the middle range, and can be seen like a peer that has
an average behaviour. However, this peer is a malicious peer that makes good
recommendations to balance its bad behaviour and to continue appearing like
an average peer, instead of a malicious one. It can be more interesting for an
application to choose a peer with a more regular behaviour than a very irregular
one.

We use the standard deviation of the emitted recommendations to detect
this kind of behaviour. The bigger is the standard deviation, the farther are the
recommendation from the average. A value of 1 means that there is a risk of
100%, and 0 means no risk (i.e. all the recommendations are near to the average
value).

The metric in (2) allows to detect an oscillating personality. The role of
factor 4 is to normalize the equation to obtain a value in [0, 1] (considering the
recommendation values also in this range), r is the number of recommendations
used to compute the risk, and Fi(X) is the recommendation of index i about
peer X.

RiB(X) = 4×

r−1∑
i=0

(Fi(X)− F (X))2

r
(2)

3.3 Random Behaviour

A peer has a random behaviour when the recommendations emitted for this peer
are fully distributed in the range of possible recommendations (in our case in
the range [0..1]). A Byzantine peer can have this kind of behaviour. From the
reputation system point of view, this type of peers will have the same reputation
value than ones with a permanent regular behaviour.

This is signi�cantly di�erent from the previous case because for a random
behaviour, the standard deviation of the emitted recommendations for this peer
will not result in a high value.

Thus, we use the entropy of the recommendations values to detect this type
of behaviour. The entropy is an indicator of the level of disorder in the data.
A peer with low entropy is a peer with no disorder in the recommendations,
which means that its behaviour has always been the same. A peer with a high
entropy, is a peer with recommendations values fully dispersed in the range of
recommendation.

RiC(X) =

l∑
j=1

pX(xj) log2(pX(xj))

log2(l)
(3)
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Equation 3 shows the risk metric to detect this kind of behaviour, where l
is the number of possible values for a recommendation (cardinality of the set of
discrete recommendation values), and pX(xj) is the number of recommendations
with the value xj for X divided by the total number of recommendations.

For a reputation system with a continuous range of recommendation values,
for example [12] in the range [0, 1], applying this metric requires to make the
range discrete. An example of to make a continuous range discrete is that the sub
range [0, 0.2] is assigned to pX(x1), that is, all the values in that range counts to
compute the probability pX(x1), the range ]0.2, 0.4] is assigned to pX(x2), and
so on.

The denominator of (3) is a normalization factor. The result is in the range
[0, 1]. The numerator represents the maximal possible entropy with all the values
equally dispersed in the l possible categories of the recommendation values.

3.4 Repeated One Shot Attack

A One Shot Attack occurs when a peer, which is apparently a good one, makes
sparse bad transactions. As most of the transactions of the peer are good ones,
the bad transactions do not make signi�cant changes to the overall reputation of
the peer that will be a good reputation. This is absolutely impossible to detect
for an application using only the reputation value.

In the reputation system proposed in [9], a behaviour like the one illustrated
in Fig. 1 gives a reputation value of 0.8 (considering equal credibility values for
all the evaluators). This value does not show that this peer is a malicious peer
which has a malicious behaviour every 3 transactions.
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Fig. 1. Example repeated one time attack
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The risk metric we propose to detect the Repeated One Shot Attack is based
on the analysis of the di�erence among consecutive recommendation values for a
peer. The attack is only possible if the recommendations are clearly partitioned
into two groups, with good and bad recommendations (there is no average rec-
ommendation), and if there are only sparse bad ones. In this case, the risk metric
propose in (4) gives an evaluation of the risk, and 0 otherwise.

Only when there are more stable and good recommendations than bad ones
there is a possibility of this attack, for this reason (5) gives 0 risk otherwise.
A recommendation value will be considered suspicious if the di�erence between
itself and the previous transaction is bigger than a value D, that depends on the
range of the recommendation values. A value of D equal or bigger to 0, 5 would
be a adapted di�erence in a recommendation value range of [0, 1]. In (5) r is the
number of recommendations the system has about X.

J(X, i) =
{

1 if |Fi(X)− Fi−1(X)| > D
0 otherwise

(4)

RiD =



r∑
i=1

J(i,X)

r −
r∑

i=1

J(i,X)

if
∑r

i=1 J(i,X) < r
2

0 otherwise

(5)

4 Global Metric
We have presented a set of risk metrics to help an application in the decision
process to make a transaction with a given peer. A global risk can be computed
according to the applications needs. The factors α, β, γ and δ allow the appli-
cation to give more weight to each term according to its requirement. Equation
6 gives the global risk computation.

RiGlobal(X) =
αRiA(X) + βRiB(X) + γRiC(X) + δRiD(X)

α + β + γ + δ
(6)

The sum of all factors is used to maintain the result within the range [0..1].
To decide whether or not making a transaction with a given peer X an

application has two indicators, the reputation Re(X) of peer X, and the global
risk value RiGlobal(X) associated to X. The use of the reputation value and
the risk value completely depends on the application needs. For example, for
applications that need a higher level of security they can have a boundary of the
risk value to make a transaction, and for applications that need a lower level of
security these two values can be aggregate with a weighted average function.

The reputation value of a peer with a low risk means that the reputation
value e�ectively re�ects the past behaviour of the peer. A high risk means that
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the reputation value does not necessarily re�ects the past behaviour of the peer,
and making a transaction with this peer may be hazardous. Nevertheless, a high
risk does not means that the peer is a malicious one, it is only a high probability,
and the transaction may succeed.

It is worth to mention that two other types of malicious behaviours that
were not considered in this work: milking personality and false recommendations.
The reason is because they can be easily detected during the reputation value
calculation.

Milking personality is the strategy of a peer that builds a good reputation
value and after some time starts having a bad behaviour. As its reputation
value is high, the peer can deceive other peers until its reputation value falls. To
detect this behaviour the metric for the reputation value can add a fading factor,
which gives more weight to the latest recommendations. False recommendations
are the recommendations emitted by malicious peers about other peers, but they
do not re�ect the peer's behaviour during the transaction. The system can use
a credibility value to detect this behaviour.

In the next section, we present some simulation results to show the e�ciency
of our metrics.

5 Results and Analysis

The experiments have been done in order to quantify the e�ciency of the risk
metrics in front of the correspondent attack. All of them have been done using
the reputation system proposed in [9]. This reputation system uses a list of the
last m recommendations emitted about a peer to compute its reputation value.
In the experiments the size of the recommendation list has been set to m = 16,
because this value has shown to be the best choice for this reputation system
(See [9]).

In all the experiments the total number of peers simulated is 100, 000, which
perform an average of 100 transactions each. The results were obtained averaging
the results every 200, 000 transactions. For each transaction, a peer A randomly
chooses a peer B in the network to make the transaction. To decide whether or
not to make the transaction the risk and reputation value are aggregated using
(7). This value is used as a threshold to probabilistically decide to accept or
deny the transaction. The key idea in (7) is to increase or decrease the threshold
according to the reputation and risk values. Increasing the threshold for peers
with bad reputation has the purpose of not allow the inanition of transaction
for some peers in front of the attack of false recommendations, and because a
high risk for a low reputation value means that the reputation does not re�ect
the real behaviour of the peer.

Tht(B) =


If 0.75 < Ret(B) ≤ 1 Ret(B)×

(
1− Rit(B)

2

)
If 0.25 ≤ Ret(B) ≤ 0.75 Ret(B)× (1−Rit(B))
If Ret(B) ≤ 0.25 Ret(B)× (1 + 2×Rit(B))

(7)
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The �rst experiment is about White Washers. 20% of peers in the system are
White Washers. They make malicious transactions and when their reputation
value drops down to 0.05 they leave the system and join again with a clean new
identity.

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 4000

 4500

 0  10  20  30  40  50

A
cc

ep
te

d 
M

al
ic

io
us

 T
ra

ns
ac

tio
ns

Transactions

With Risk Without Risk

Fig. 2. Accepted Transactions to White Washers

Figure 2 shows the accepted transactions to white washers in the reputation
system with the risk metric and without it. The axis X in the �gure represent
the result obtained every 200.000 transaction, from a total of 10.000.000 (50
results). Axis Y represents the number of accepted transaction in each set of
transactions. As we can see in Figure 2 malicious transactions decrease in more
than a 40%.

In this case, the risk metric a�ects the new honest peers in the system, but
as they continue to do honest transactions to obtain good recommendations, the
risk value rapidly falls to 0 and stops a�ecting the transactions between these
peers. Figure 3 shows the evolution of the risk value for honest peers and for the
malicious ones. The results represents the average of the risk of the set of peers.
We see in this �gure that the risk for the honest peers goes down as they make
more transactions in the system.

The second type of behaviour to analyze is the oscillating personality. In this
experiment we have considered malicious peers that make a good and a bad
transaction in turn to continue with a regular reputation value. The results are
showed in Fig. 4. The accepted malicious transaction drop in more than 80%,
which shows that our metric is very e�cient to detect this kind of behaviour. In
this case, honest peers are minimally a�ected by the risk metric since they usually
make good recommendations. Moreover, the number of false recommendations
is not su�cient to get a high risk.
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Fig. 5. Accepted Transactions to Random Behaviour

The results for the analysis of the metric presented for the random behaviour
are presented in Fig. 5. This �gure shows that without the risk metric, 20% of the
malicious peers make 1500 bad transactions. Using the risk metric based on the
entropy, the number of malicious transactions falls under 250, which represents
an improvement of more than 80%.
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Fig. 6. Accepted Transactions to Repeated One Time Attack

The last experiments analyze the behaviour of the metric in front of the
Repeated One Shot Attack. The parameter D have been set to 0.5 which is
half of the total range. In this case, we have considered malicious peers that
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repeatedly make 3 good transactions and then a bad one. The results are shown
in Fig. 6.

This metric avoids making around 40% of malicious transactions. Honest
peers are only a�ected by this metric if there are false recommendations in the
system. If there is a high percentage of lying peers, the metric could think this
is a Repeated One Shot Attack. This really depends on how long is the list of
recommendations considered in the risk and reputation computation

6 Conclusion
This works introduces the concept of risk metric in reputation systems to com-
plement the reputation value and to detect some suspicious behaviour ignored by
the reputation value. We have presented four risk metrics based on the analysis
of the list of recommendation the reputation system has about a given peer.

The experiments have shown very good results in the detection of the attacks
and a clear fall in the number of malicious transaction made by peers with wrong
behaviour (up to an 80%). The risk that has been proposed helps to trust the
reputation value itself, preventing an application from making very hazardous
transactions.

Further e�orts have to be made to detect other kinds of attacks to reputations
systems. We especially think about the detection of White Washers which is a
di�cult task for reputation systems.

Further work also consists in creating risk metrics for other models of repu-
tation systems, like the ones based on transitive reputation. Another pending
issue is to test di�erent aggregation schemes for the risk and the reputation
value, depending on the requirements of the applications.
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Abstract. In online communities, systems use reputation and trust val-
ues to make people more comfortable in doing business with unknown
partners. A lot of research about trust and reputation models has been
done in the fields of psychology, sociology, and more recently in multi-
agent systems. Many models have been proposed to decide either to
trust, or not, some other agent in a given context. In this article, we
analyse the benchmark currently used for trust models comparison, the
ART testbed. Based on critical feedbacks given by ART users and com-
ing from our own experience, we emphasize its limitations. We suggest
a new approach using several scenarios to extend the comparison effi-
ciency of the testbed. Two complementary scenarios are also proposed
as an illustrative example of this approach.
Keywords: reputation, ART, trust, agent, testbed.

1 Introduction

Trust can be defined as a mental state that is reached when both the truster
expects that the trustee will behave in a given manner, and when the truster
accepts the risks related to the failure of the interaction [4]. While distributed
systems are rising, trust is making its way towards online applications as privacy
and security cannot be maintained by conventional means. A lot of research has
been done in the multi-agent field to provide trust and reputation models, in
many application domains.

To compare those different models and to provide an experimental standard,
the ART testbed [7, 8, 1] has been defined. The testbed simulates an art appraisal
application where appraisers rely on others to evaluate art items. Three years
after its creation, ART is recognised in the community and is now used as a
reference by researchers. Nevertheless, ART has some drawbacks we underline
in this paper. Some articles already discussed some of ART’s drawbacks and the
improvements that can be made over the testbed [10, 19, 18]. Finally, it seems
hard to implement real models on ART due to its particularity and the low
number of available information sources.

We propose here a complementary approach, by using multiple scenarios
instead of a single one. First, we define a method for evaluating trust scenarios
upon the expressiveness that each scenario allows for the models. Then, new
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scenarios are defined as an illustrative exemple of how the comparison efficiency
of ART could be extended by using our approach.

In the first part of the article, we review the ART testbed and underline its
main problems. Next, we propose a method to evaluate trust scenarios. The new
scenarios are then defined as an exemple of our approach.

2 The ART Testbed

Due to the heterogeneity of their application domains and specificities, trust
models are difficult to compare. Each author has its own way of evaluating
his model. The ART workgroup was created in order to provide a comparison
standard for trust and reputation models, allowing evaluation and experimenta-
tion [9]. It is used in a competition in order to compare the existing approaches.

2.1 ART’s Art Appraisal Scenario

On ART, each “participant” must provide an agent implementing a trust model.
This agent takes the role of an art appraiser who gives appraisals on paintings
presented by its clients. To fulfill his appraisals, the agent asks opinions to other
appraisers. These agents are also concurrents and free of their actions and thus,
they may lie in order to fool opponents.

The testbed provides a “simulator” that supervises the game, handles the
clients, and so on. The simulation runs in a synchronous and step by step manner.
The scenario evolved during the years, the 2008 version is the one explained here,
a detailed explanation can be found on the website [1].

Each simulation step goes like this:

– Clients (handled by the simulator) ask appraisers for opinions on paintings .
Each painting belongs to an era. Appraisers are the agents implemented by
the participants.

– Each appraiser has a specific expertise level in each era. The error an ap-
praiser makes while appraising a painting directly depends on this value and
the money the appraiser decides to spend for that appraisal.

– An appraiser cannot appraise its paintings himself, he must ask other ap-
praisers for appraisals, thus pushing the appraiser towards a situation in
which he has to rely on others.

– As agents are allowed to lie, each one should maintain a trust model in order
to anticipate others behavior. Agents can purchase opinions about an agent
to other players (they can lie, i.e. tell that someone honest is a liar and vice
versa), this is called the “reputation protocol”.

– Agents weight each received appraisal in order to calculate the final evalua-
tion.

– The accuracy of appraiser’s final evaluations is compared to each other, thus
determining the client share for each appraiser during the next turn (the
most accurate receive more clients). At each turn, an appraiser earns money
from his clients and spend some asking others advice.
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– When the turn ends, the simulator reveals the real value of each painting.
Agents can then spot liars or begin to be suspicious towards some agents
that may have lied.
The winner is the appraiser agent with the highest bank account at the end
of the game.

2.2 Scenario’s Limits

In this section we list some of ART’s drawbacks that have been revealed either
by participants of ART competitions, our own use of the testbed or previous
ART analysis [10].

Reputation Issues One of the first problem that was underlined after the first
ART competition was the uselessness of reputation protocol. Winners of the
2006 competition [18] underlined 2 facts about it:

1. Reputation semantic is hidden and ambiguous. It’s a simple real value be-
tween [0,1] mixing different criteria, including among others skill and honesty.
So if agent X tells W that Y has a reputation of 0.13, W will not know if Y
is a liar, a bad appraiser, or a bad reputation provider.

2. The number of players in the game is really low, it is easy to learn their
behavior. After a few turns it is possible to tell who lies, and who doesn’t.

Eventually, the IAM team decided not to implement the reputation protocol
at all. Reputation is second hand information (because transmitted by other
agents), so it is less reliable than direct interaction information. A model will
probably use reputation only in cases where direct information is lacking. On
ART, every agent has around 20 paintings to appraise per step, each one requires
1 or 2 advices, giving a (mean) total from 20 to 40 direct interactions per step. If
the number of agents in the competition is 10, each agent will interact directly 2
to 4 times per step with each other. Considering this, it does not seem necessary
to use the reputation protocol. The agent that won the 2008 contest, UNO,
doesn’t use the reputation protocol either, underlining that the asked agent may
not have sufficient knowledge about whom is asked [13].

Trust Model Simplification While implementing an agent for the AAMAS’08
competition, we faced some difficulties that raised our interest: one of our ob-
jectives was to implement the LIAR model [12], which is a model dedicated to
P2P networks. It uses a lot of information sources, and some communication
specificities. As ART only provides direct information and reputation messages,
we implemented a dramatically simplified version of LIAR. We eventually ended
up with a model really different from LIAR. This is problematic when using
ART because the goal of the testbed is to evaluate trust models, but eventually,
due to the huge simplifications, we can’t say that it is the LIAR model that has
been evaluated.
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Parameter Tuning One of the hardest point while setting up our model was
the parameter tuning. Liar detection and weight providing requires a deep un-
derstanding of the scenario (more precisely of the appraisal calculation function)
in order to be well tuned. From our point of view, these difficulties are out of
scope for a trust model.

Honesty or Cheating? What should the agent answer when asked for opinion
or reputation? will it lie or not? Does this choice has an outcome over the contest
result? What happens if everybody decides to provide a “full-time lying agent”?
or at the contrary, agents that never lies? Table 1 shows an experiment done
with some of the 2008 contest participants. Our agent, called Simplet, has been
splitted in 2 versions, one that is always honest, and one that always lies1. The
experiment has been done on 5 runs on ART, the score column represents the
total amount of money won over those runs. On the first series, Honest Simplet
was 325 000 behind the leader, whereas on the second one, Lying Simplet is only
35 000 behind. Moreover, he goes from the 5th to the 3rd position. We can see
here that there can be a clear difference between the two outcomes depending
on which strategy is used. This is a problem as ART is willing to measure trust
model’s performance, and as shown here, not only the trust model is evaluated:
without changing the model, the results changed significantly. Note that we can
explain that some other models (e.g. FordPrefect) changed positions because of
their sensitivity to Simplet lies.

Honest Simplet Lying Simplet

Agent Score Agent Score

Uno2008 1 351 850 Uno2008 1 251 992

FordPrefect 1 307 270 connected 1 246 134

connected 1 179 149 Simplet 1 217 371

Next 1 109 100 FordPrefect 1 181 958

Simplet 1 027 946 Next 989 904

IAM 666 080 ArtGente 718 957

ArtGente 659 293 IAM 621 277

MrRoboto 519 970 Peles 577 343

Peles 502 174 MrRoboto 504 251

Table 1. Experiment on ART, same trust model, different answering strategy.

1 Honest Simplet (trustworthy) always answers as good as he can when asked for
opinion about a painting by some other appraiser. Lying Simplet (untrustworthy)
simply returns an erroneous appraisal when asked for it.
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Open Systems Multi-agent systems are meant to be open: this is not ART’s
case. Agents join the game at the beginning, and quit after the last turn. Nobody
leaves or enters during the game. System’s openness in trust scenarios brings out
new and complex situation, it is therefore interesting to allow them. Openness
often raises problems, when a new user joins a system, he often has a “zero
reputation”. People tend to be really suspicious towards newcomers. It is hard
to decide how to handle unknown agents, either you take some risk by interacting
with them, or you decide not to interact and you may end up alone.

ART’s drawbacks have been explained here in a descriptive way. We need to
define a method for comparing trust scenario’s drawbacks and advantages. This
is what is done in the next section.

3 Means for Scenario Analysis

In order to compare trust scenarios and to provide a clear view of each scenario’s
drawback and advantages, we define here a method for scenario analysis. This
method evaluates each scenario based on the expressiveness it allows for the
trust models. Our approach is based on the following statement: If a model uses
a given criterium in order to take its trust decision, then if a scenario does not
provide this source, the model evaluation will be biased. We list here the main
criteria that are present in the domain, thus allowing to define multiple scenarios
providing those criteria. A good coverage of the research domain can then be
achieved by a set of scenario.

The criteria that follows have been inspired by J. Sabater’s state of the
art [16].

3.1 Criteria

We list here the criteria used to evaluate trust scenarios and give a short expla-
nation for each one of them.

There are two main groups of criteria, the first one is the “Information
sources”. These are informations regarding the other’s agents behavior.

– DI: Direct Interaction. This is the basic information source, when agent X
interacts with agent Y, then X and Y can both get an idea about the other’s
behavior.

– DO: Direct Observation. An agent Z can observe an interaction between X
and Y. This information is less frequent in real world applications , you can
find it in some networks where you can “hear” things without interacting
(overhearing).

– WA: Witnessed Appreciation. Z tells Y about what he thinks of X. This is
what is usually designed by “gossip” .

– WF: Witnessed Fact. Z tells Y about what X did. This let Y judge by himself
what he is told about [12], e.g.: Z is using proprietary software, if X is an
open source advocate he will judge Z action as a bad action. On the contrary,
if X works for a software company, he will be pleased.
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– SI: Sociological Information. Agent X can infer Z reputation by knowing
some sociological information, e.g.: X knows that Z works with Y, whom X
trusts a lot, he can then infer Z reputation by saying “there are chances Y
will not work with an untrustworthy agent”.

– P: Prejudice. X can judge Y just by observing his characteristics. This is the
default judgement: without interacting, we use all the information we have
at our disposal to judge an agent. e.g. A delivery boy knocking at our’s door
in a uniform will be easily trusted whereas the same boy without his uniform
will not [6].

The second group of criteria concerns the interaction context and the general
environment specificities.

– Reputation visibility [16]. In a system like eBay, reputation visibility is global,
it means that anyone can see all the information concerning the reputation
of an other agent. On the opposite, on ART for example, reputation visibility
is subjective. It means that for an agent to know an other agent reputation,
he will have to ask others about it.

– Multi-context Granularity. Does the scenario provides multi-contextual gran-
ularity? The trust value associated to an agent will depend on the context:
If we trust a doctor when she’s recommending a medecine it does not mean
that we have to trust her when she is suggesting a bottle of wine [16].

– Test interactions. Does the scenario allow low cost, low risk interactions?
Repage model [14] uses low risk interaction when the agent is unable to
decide whether to trust or not. If I’m willing to buy a rare and expensive
collection stamp from someone I can’t decide if he’s trustworthy or not,
I’d buy a far less expensive stamp just to get a better idea of this seller
trustworthiness.

– Warranties. Is it possible to purchase warranties, to sign contracts or to ask
for third party services? Contracts, promises, warranties and third parties
services are underlined by C. Castelfranchi and R. Falcone [5] as they can
increase the risk acceptance level.

– Stake. Are risks, utility, and importance different from one interaction to
another? For example, buying a pen to an unknown seller is less risky than
buying a car to the same person (less funds are at stake). Importance and
utility were already used in one of the first models, to take the trust or
distrust decision [11]. We can illustrate the stake in a different example: if
somebody is a stamp collector who has been looking for a particular stamp
for a long time and finally finds it, owned by a seller who he is not sure
about, this seller will buy it, accepting the risks due to the importance and
utility of the outcome.

– Openness. Is the system open? Can agents join (or leave) the scenario during
the game process? In many applications for the trust problems, the system
is opened. This means that an agent can leave or join whenever he wants.
This is a big problem in trust: the model must be suspicious towards new
comers, but not xenophobic.
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– Homogeneity. Does the scenario allow games to be played with all agents
having the same model? Some models will probably work better if the other
agents use the same model, for example, some may require that every agent
handles a trustnet [17]. This consideration may be interesting in some spe-
cific fields of application, like a P2P network where all peers use the same
reputation model, allowing cheaters (modified clients) to be easily spotted.
For a scenario to allow homogeneity, it must allow agents using the same
model to play versus the testbed. The final score (sum of all model scores)
will then represent the model adaptive power towards the scenario rather
than towards the other models2.

3.2 Evaluating ART’s Scenario

The criteria that have been defined in the previous section are summarized in
a grid. They are applied to the ART scenario to evaluate its expressiveness and
domain coverage. Results are shown in Table 2. The main drawbacks of ART
are also summarized by the grid.

The grid will be filled this way:

– Y: criterium fulfilled by this scenario,
– empty cell: unfulfilled criterium,
– S: Subjective visibility (Vis criterium),
– G: Global visibility (Vis criterium),
– M: Multi-context granularity (Gran criterium),
– Si: Single-context granularity (Gran criterium).

Information sources Environment specificities
Game DI DO WA WF SI P Vis Gran Test Warr Stake Open Homo

ART Y (Y) S M

Table 2. Criteria grid, applied to ART.

There’s a large amount of direct interactions (DI) in ART, but it is not
possible for another agent to observe those. Reputation (under WA form) exists
in ART but is quite unused by participants, whereas there is no sociological
information and the scenario does not provide any means of using prejudices.

Regarding the environment settings, reputation has a subjective visibility
as each agent must ask others to receive reputation messages. ART provides a
multi-context granularity on the eras, as for each era, an agent may be trusted
2 Thus, zero-sum games do not allow homogeneity as the sum of all agent scores will

always be equal to zero. This is also true for ART where the sum is equal to the
number of clients multiplied by the number of game steps.
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differently. All the opinion requests have the same cost on ART, it isn’t possible
to do low cost, low risk test interactions, neither to use stake appreciation to
take the trust decision. But it is possible to do normal cost, low risk interaction,
when not sure about a given agent: ask for opinion and then provide a zero
weight. This will allow to check afterwards if the agent could have been trusted
or not without exposing ourselves to its potential lies.

ART scenario does not provide any kind of warranty. The scenario is closed,
no agents can enter or leave during the game. Finally, ART is not defined to
allow homogeneity.

4 Extending the Scenario’s Set

ART comes from a great challenge: regroup all the trust actors under a single
standard scenario. But this goal is hard to achieve, the application domains
can be really different from one model to another and we do not think there
is an ultimate trust scenario that can regroup all the aspects involved in trust.
We propose a solution between the “pre-ART” situation, which leads to one
scenario per model, and ART, which leads to one scenario for all models. The
solution is a proposal of a set of scenarios covering different aspects of trust
and that can therefore be associated with different applications. Thus, a model
can be implemented on one, some or all the scenarios of the competition. Then
someone with an applicative problem should just look at the scenario (or the
criteria) which is the closest to his application to find the most relevant model
for this problem.

In this section we propose two new scenarios as an example of how a good
coverage of the trust domain can be obtained by using a set of scenarios. They
are complementary to ART in the fulfilment of the criteria enumerated in the
previous section. The grid allows to evaluate quickly the domain coverage of
the different scenarios and of the set. We also want the scenarios to allow the
evaluation of the trust models separately from the agent himself.

4.1 Trust Game

This game was used by economists [2] to check the “Homo œconomicus model”,
upon which an economic man will prefer to keep the money he has instead of
risking to lose some.

The original game is the following:

– 2 players (P1,P2), who cannot communicate and don’t know each other are
put in separated rooms,

– the organizer gives 4$ to P1 and P2,
– P1 can then decide to give 0,1,2,3 or 4$ to P2, knowing that the researcher

will triple it before giving it to P2,
– P2 receives the money P1 sent multiplied by 3, he then decides how many

he wishes to send back to P1 (from 0 to everything).
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– both players leaves.

This game is in fact a generalization of trust problems in which someone de-
cides whether to trust someone else or not, and with what level of involvement.
A greater involvement increases both the loss and gain possibilities.

In the original version both player leave after the game, because the economists
do not want the fear from reciprocity to intervene. If the game was iterated, P2
could fear that the next time he will encounter P1, this last one would not be
generous if P2 have not been before. This would have changed the experiment.

In our case, our objective is slightly different and an iterated version of this
game is interesting in order to spread reputation. Each agent knows who inter-
acted with who, and can then ask for reputation between the iterations. The idea
of this game is to work on other reputation sources that direct interaction, in or-
der to encourage the use of reputation. In online markets and in many situations,
direct interactions are quite rare between two given agents. In that scenario, we
propose an extreme solution: each couple of agents will only interact once in the
game. Doing so, agents will be forced to rely on others to determine whether it’s
a good idea to trust or not. In our version, the multiplier (originally set to 3) is
variable, thus introducing stake. It is worthier taking the risk of interacting when
the multiplier is high. Artificial prejudices are defined by creating agent groups
based on their strategy. For example, the game could create a group 1 with 80%
of generous agents, an other group 2 with 60% of non generous agents... While
interacting with a given agent, it will then be possible to know from which group
this agent is (but it would not be possible to know how the game created the
groups). Thus, the model could associate a trust value to a certain characteristic
(which would be the group number).

The number of agents in the game should be high (at least above 50) to
make it interesting. In order to resolve this problem along with the problem of
evaluating the model separately from the agent strategy, we propose an agent
“architecture” for this scenario. On one side of the agent, the model will imple-
ment all the trust and reputation functionalities in an honest way (no lies): it
will decide whom to ask for reputation, how many to send to P2 and build agent
reputation. On the other side, the strategic module will implement honest or
dishonest functionalities regarding the scenario’s strategy: it will compute how
many dollars to return to P1 after he sent this agent a given amount of money,
to modify or not a reputation message emitted by the model (in order to lie), ...

This architecture allows these things:

– a large number of agents can be made by combination of different models
and strategies,

– model, agent and strategy can be evaluated separately, given that all money
earned by playing P2 role is kept in a specific bank account for the strategy,
and the money earned while playing P1 role is kept in the model’s account.

– it is then possible to run the game with all agents having the same model
(homogeneity criterium).
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4.2 Online Market

Our second scenario is inspired by online markets, our goal here is to get a bit
closer from online applications of trust.

The participating agents in this game are buyers. They are given a list of
items to purchase and a budget.

Sellers (potentially untrustworthy ones) are controlled by the simulator, they
put items on sold for a given time (step number) and a fixed price. For example,
Seller X is told to put bikes on sale during 3 steps at 500$ per bike. For equality
reasons between participants, sellers have unlimited stock. Whereas the limited
time during which a given seller proposes a given object leads to situations in
which the buyer will be urged to take a decision whether to purchase or not.

This can lead to a situation in which only an untrusted seller provides the
item. In that case, a good trust model will either:

– engage in a low cost low risk interaction, if the provider is selling low cost
objects along the required item,

– purchase a warranty: by paying 10% of the item cost to the sim, this last one
will refund to 60% if the seller decides not to send the item after receiving
the money.

– engage a third party: the buyer can ask a trusted seller to take the third
party role by paying a constant price. The third party will then receive the
money from the buyer (item price and honoraries), he will contact the seller
and ask for the object. If the seller refuses to send the object, the buyer will
be completely refunded the item price.

Buyer communicate using WA and WF between turns. As it is inspired by
online communities, reputation is global (each agent carries all the advices con-
cerning him), this allows the possibility of doing experiences with results that
can be exploited by online markets.

The game ends after a known number of time steps. The game itself is iterated
(without resetting agent memories) a certain number of times to prevent border
effects. The winner is the agent with the maximum amount of object (each object
has a value equivalent to its price).

Finally, this game is not required to be played with a large amount of agents,
but it is designed to be open: during the game, sellers will left and others will
enter the game, introducing the openness problem.

4.3 Synthesis

We can use the analysis grid (cf. Section 3) to get a general view of the interest
of the scenarios, the results are presented in Table 3. Direct Observations could
be added quite easily to any of the scenarios but will not have a real interest
excepted in a specific scenario close to an application in which DO are important.

Sociological Information seems hard to simulate, therefore special scenarios
for social aspects should be made from real data like the one coming from social
networks. It would have been possible to add a basic sociological information like
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in the first version of Regret [15] where an agent can inherit its group reputation.
But in fact this is not rich SI, this is more a Prejudice based on the group.

As new scenarios and criteria are available, the models are less restricted and
the testbed comparison efficiency is improved.

The table shows how our approach (with the analysis grid) can be used to
evaluate trust scenarios, and the coverage of the research domain they provide.
Direct Obervations and Sociological Informations are missing, but our first ob-
jective here is the approach, not the scenarios themselves. Nevertheless, a good
coverage is achieved by the set of scenarios (ART and the 2 example scenarios),
as there is almost one “X” in each column.

Information sources Environment settings
Game DI DO WA WF SI P Vis Gran Test Warr Stake Open Homo

ART Y (Y) S M

Trust Game (Y) Y Y Y S M Y

Online Market Y Y Y G M Y Y Y Y Y

Table 3. Criteria grid, applied to ART and the two new scenarios.

The set of scenarios solves some of ART’s problems listed in section 2.2:

Reputation Issues

– Reputation protocol is said useless on ART: On Trust Game, the number
of DI is so reduced that models can only rely on reputation. In the Online
Market scenario, sellers enter and leave during the game, thus the number
of DI between two given agents will be low. Moreover, the Global Visibility
of reputation makes it easier to access.

– The second reputation problem that is addressed is about the low number
of agents, making easy to learn who lies and who does not. We propose a
scenario working with a large number of agents, and a second one allowing
openness. Both solves the problem of learning opponent’s strategies.

Trust Model Simplification Since there are more Information sources and
Environment settings available, models will need less simplification while imple-
mented on the testbed. Nevertheless, there is still a need for simplification and
adjustment as models are not defined specially for a given scenario. The only
solution is either to define a scenario specially for a given model, or to design a
model specially for a scenario.

Parameter Tuning On ART it is hard to detect a lie because it needs a deep
understanding of the appraisal calculation function. On the new scenarios, there
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is no hidden mechanism, no black box and no complex functions. Parameter
tuning will be easier as we have perfect knowledge of the game.

Honesty or Cheating? We proposed in both scenarios a separation of model
and strategy components. In the first scenario, an agent is composed of two,
independant but communicating, parts: model (trust or don’t trust) and strategy
(lie or don’t lie). In the second scenario, there are two kinds of agents: buyers
(implementing the model) and sellers (implementing the strategy). A problem
that has not been solved is to know who should implement the strategy? It
could be the organizers of the ART contest, but in this case we take the risk of
defining a strategy set too restricted. Otherwise, the participants can implement
these, but in that case we take the risk of having agents defined specially to be
compliant with the model of that participant.

Open Systems The Online Market scenario allows openness.

Our goal here is not to show how that new scenarios are perfect, because they
are not! Moreover, the scenarios are only given as examples. The point here, is
to see how a set of scenarios can solve the problems we were facing.

While defining new scenarios, one should keep in mind that a scenario must
reflect real life problems and avoid toy problems.

5 Conclusion

Although ART has been contributing as a common testbed for trust and reputa-
tion models, it has some drawbacks. We listed them in this article and proposed
a solution, along with a new approach for the definition and evaluation of sce-
narios. The lack of reputation has been solved by the Trust Game scenario which
has very few direct interactions, thus making the agents rely on other sources.
The problem of reputation’s semantic has already been handled with a specific
ontology for reputation [3].

Implementing a real model as an agent on a game is still not easy, but now,
instead of trying to force it into ART, it’s possible to find the scenario which is
the closest from the model and make it fit onto it.

Another question that was raised concerned the evaluation of the model that
is noisy under ART, because the agent in its whole is evaluated. Both scenarios
we proposed suggest separation between the model and the other strategic or
lying concerns.

Finally, the ideas proposed in this article will be submitted to the ART
workgroup for discussion.
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Abstract. The Internet of Services is a term used to describe open
global computing infrastructures in which an increasing number of ser-
vices is made available to users through the Internet. Due to the open-
ness, from the users point, the quality of the services offered can vary a
lot and users have to concentrate on choosing the right ones. The choice
of a good service thereby depends on the users’ direct experience (Image),
and their ability to acquire information (Reputation), which can be used
to update their own evaluations. In this work, we present a set of simu-
lation runs to explore the effect of reputation regarding services delivery
in a Service network where information is asymmetrically distributed.

1 Introduction and Related Work

Businesses have to face several different challenges, when it comes to using In-
formation Technology (IT). The increasing dynamism of markets leads to a
continuous need for IT-Business-Alignment and the control of IT investments
and resources. Thus, within the last years for every-day business the aver-
age operational expenses for IT (including the usage and maintenance of IT-
infrastructures) have risen drastically, although actual prices for the single com-
ponents decreased. The reason for this contrarian effect can be seen in the in-
creased need for IT-resources like cpu power or storage capacity in order to
cover the more and more computationally intensive IT tasks necessary for im-
plementing new flexible business models within a short time. The main problem
thereby is that the resources required need to be dimensioned to cover peak
demand times, while only been sparsely used otherwise. Hence businesses face
the problem that the IT-infrastructure costs for covering the peak times are dis-
proportionate with regard to the average degree of capacity utilization of the
resources.

The Internet of Services (IoS) describes a new computational paradigm,
which envisions that in contrast to traditional models of web hosting where
the web site owner purchases or leases a single server or space on a shared server
and is charged a fixed fee, it leases the resources from an external provider and
thereby substitutes the fixed costs by variable costs. The idea behind this vision
is that if a company has to pay only for what it is using it can adapt its cost struc-
ture and will be able to economize, i.e. save money, while the providers offering
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resources can benefit from economies of scale by using the same infrastructure
to serve multiple clients [1]. The corresponding business models are twofold and
can be summarized with the two terms Software as a Service (SaaS) and Infras-
tructure as a Service (IaaS). SaaS describes the paradigm that providers offer
their software products in an Internet environment that can be accessed at any
time from any computer by the buyer of the service. The service sold thereby is
an end-user-application that is restricted to what the application is and what it
can do. Hence, the buyers neither know or control details of the underlying tech-
nology but only use the service as such. IaaS on the other hand is the hardware
counterpart to SaaS. Thus in the IaaS business model case customers do not pay
for services, but pay to use a shared infrastructure. In our view, SaaS and Iaas
can build on top of each other, resulting in a scenario in which providers can
play more than one role. This scenario will be used for our simulations. It will
be explained in more detail in section 3.

In order to get such an environment running an efficient allocation mechanism
is needed to match the demand and the supply of IoS resources - a market [2].
Markets have the advantage of collecting existing resource and service supplies
and the corresponding demands and thereby usually achieve an even utilization
by leveling heterogeneous user behavior. Like other utilities the services to be
traded on those markets in huge numbers are of a simple nature. They are
distinguishable by service quality characteristics, but convertible otherwise. This
means that given equal characteristics competition will take place by signaling
lower prices. However, keeping this ubiquitous vision of the IoS in mind, several
questions occur, such as the question about the risks involved in IoS market
transactions. Thus, it has to be ascertained that the bilateral economic exchange
envisioned in IoS markets is very likely to involve risks, such as risks resulting
from strategic- and parametric uncertainties [3].

Whereas the latter ones refer to environmental uncertainties that cannot (or
only with a disproportionate effort) be reduced by the market participants, the
strategic uncertainties concern the question of whether the transaction partners
are willing to comply with what has been agreed on or not; and whether, if a
transaction has had an adverse outcome, this was due to bad luck or bad in-
tentions [4]. Thus, if a buyer does not receive the promised services or resources
from the seller, it is often hard to judge whether the seller did not deliver in-
tentionally, or whether the transaction failed, because the network broke down
for example. This problem of strategic uncertainties is especially relevant for
IoS markets, as in contrast to small communities where information about the
transaction partners’ trustworthiness can be conveyed by earlier experience with
the potential transaction partners [5] or by other behavior-detection mechanisms
[6], because IoS markets - as described above - have a large-scale nature which
makes the mentioned mechanisms hardly applicable. In this paper we will focus
only on strategic behavior.

One mechanism that nevertheless seems promising in this context and that
we envision for reducing uncertainties and increasing trust in IoS markets is
reputation, i.e. a judgment of transaction partners based on their past behavior.
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The idea of dealing with reputation in service economies is not completely new.
Alunkal et al. [7] use reputation information to select grid services, whereas
Anandasivam and Neumann [8] use reputation information to fix prices for these
services. Jurca and Faltings [9] use the quality of services to determine the price
that has to be paid for a service. The quality of a service in turn is defined
by reputation information. Finally, Silaghi et al. [10] review some additional
approaches, but most from P2P field. In this paper we will analyze the effects of
reputation in an IoS based on market coordination with the help of simulation.

In detail, we will start by deriving hypotheses concerning the influence of
reputation on IoS transactions with the help of literature 2. Afterwards, we will
introduce an IoS market scenario (see section 3) that will be used for the simula-
tion to test the hypotheses. The simulation will then be conducted based on the
market scenario and the hypotheses. The results of the comparative simulation
runs are finally analyzed in section 4. The paper closes with a short summary of
the findings and a conclusion (section 5).

2 Experimental Hypotheses

After this short introduction to the problem of reducing uncertainty and increas-
ing trust in the IoS, in this section will will derive our hypotheses concerning
the effects of reputation on the IoS with the help of literature. Thereby the main
focus will be on social science and cognitive literature as within this area of
research reputation and its effects have been discussed at length.

To start, we will define the term reputation as we understand it and relate it
to the term image that will be of importance in the further course of the paper:

Image is a global or averaged evaluation of a given target on the part of an
individual. It consists of a set of evaluative beliefs [11] about the characteristics
of a target. These evaluative beliefs concern the ability or possibility for the
target to fulfill one or more of the evaluator’s goals, e.g. to behave responsibly in
an economic transaction. An image, basically, tells whether the target is “good”
or “bad”, or “not so bad” etc. with respect to a norm, a standard, a skill etc.

In contrast reputation is the process and the effect of transmission of a target
image. The evaluation circulating as social reputation may concern a subset of
the target’s characteristics, e.g. its willingness to comply with socially accepted
norms and customs. More precisely, we define reputation to consist of three dis-
tinct but interrelated objects: (1) a cognitive representation, or more precisely
a believed evaluation (any number of agent in the group may have this belief as
their own); (2) a population-level dynamic, i.e., a propagating believed evalua-
tion; and (3) an objective emergent property at the agent level, i.e., what the
agent is believed to be as a result of the circulation of the evaluation [12].

Putting it simple, an image is the picture an individual has gained about
someone else (the target) based on his own previous interaction with that target.
If using reputation, the individual expands the information source about the
target beyond its own scope and includes the information of others about the
target as well.
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But how do image and reputation effect uncertainty and trust in the IoS? In
order to arrive at hypotheses to answer this questions we will briefly look at the
general effects of reputation on transactions discussed in literature and abstract
from these in a second step.

As argued by Conte and Paolucci [12] or Dellarocas [13] for example, one of
the key functions of reputation is its impact for overcoming the challenges of
moral hazard and adverse selection.

Moral hazard can be present any time two parties enter an agreement with
one another. Each party in a contract may have the opportunity to gain from
acting contrary to the principles laid out by the agreement. For example on
eBay, the buyer typically sends the money to the seller before receiving the
goods. The seller then is tempted to keep the money and not ship the goods, or
to ship goods that are inferior to those advertised. The buyer thus has to take
the risk of being cheated, because if he does not, no deal will take place. The
two parties are trapped in a so called one-shot prisoner’s dilemma (PD) with a
one-sided exploitation in the case of advanced deliveries or payments. As shown
by Ockenfels [14] for example, without any interference, in such a setting the
participant reacting as second is always better of if he defects as his payoffs for
the single transaction will be higher than in the cooperation case and he does
not have to fear any future financial penalties as no record of his misbehaving is
being kept. A possible solution to this problem is reputation, as with the help
of reputation mechanisms the independent transactions can be linked as shown
in figure 1.

Transaction
 
n

Implemen-

tation
AdjustmentTransactionAgreementInitiation

Transaction
 
n+1

TransactionAgreementInitiation Adjustment
Implemen-

tation

Reputation

Fig. 1. Reputation as a linking mechanism between transactions

Reputation is the output of the adjustment phase of the first transaction and
the input for the initiation phase of the next transaction. This “reputation his-
tory” is consequently a source of information that possible trading partners can
use when estimating the trustworthiness and reliability of their counterparts and
detecting defecting market participants. Consequently, reputation mechanisms
can deter moral hazards by acting as sanctioning devices. If the community fol-
lows a norm that punishes traders with a history of bad behavior (i.e. by refusing
to buy from them) and if the value punishment exceeds the gains from cheating,
then the traders are all better off if they cooperate. Adverse selection is the sec-
ond mechanism that can compromise cooperation in transactions. It is present
in situations where sellers have information (about some aspects of their innate
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ability, product quality, etc.) that buyers do not have (or vice versa), and i.e.
information asymmetries exist. For example, a service provider has more infor-
mation regarding the provided service than a potential service consumer. Thus,
the consumer has to overcome this uncertainty before the agreement is signed.
As shown by Akerlof this might result in a “market of lemons” [15]. Reputation
mechanisms alleviate adverse selection issues by acting as a signaling device by
soliciting and publishing the experience of consumers who have bought services
from a certain seller [16].

Already these two short examples show that reputation has got several func-
tions. First of all it works as an signaling device to distinguish between trustwor-
thy and untrustworthy transaction partners. Furthermore, it changes the long
term utility functions of the markets participant (by introducing potential losses
in profit if being identified as cheater) and thereby encourages the transaction
partners to cooperate. Due to the closeness of the IoS to the scenarios used in the
papers mentioned above, we expect similar effects in IoS markets (like Eymann
et al. [17]) and arrive at the following first hypotheses:

Hypotheses 1: Reputation reduces the uncertainty in the IoS by conveying
cooperation.

For reasons of usability we have split this hypotheses in two sub-hypotheses
that can be seen in the below. Thus we presume that first of all reputation will
decrease the number of frauds as the shared image of the buyers helps them to
identify cheater more easily (Hypotheses 1.1) and furthermore we surmise that
the longer reputation information is used, the more information will be available
so that the probability for defrauding actions to take place decreases over time
(hypotheses 1.2):

Hypotheses 1.1: In the long run the fulfillment rate on SaaS and IaaS markets
will be higher with than without reputation.

Hypotheses 1.2: If reputation is being used on SaaS and IaaS markets, in the
long run the total fulfillment rate will exhibit an increasing (or at least constant)
progression, but it will not decrease (except for short term variabilities).

Besides the first main hypotheses that reputation increases the number of
transactions being fulfilled compared to a situation without reputation, in this
paper we would like to investigate a second main hypothesis that is very closely
related to the definition of reputation explained above. Thus, one of the main
aspects of reputation is the circulation of information in a system. As it can be
assumed that the further information spreads in a system the faster the system
is penetrated with reputation information and the more information a single
market participant can obtain about a potential transaction partner. Hence, if
only image information is being used in a market for example and consequently
the reputation spreading is limited very strongly all single buyers will have to

Simulation of Reputation

204 Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09



trade at least once with a certain seller before they can assess its trustworthi-
ness react accordingly. In contrast if buyers share their images and consequently
reputation information circulates through the whole system, buyers can obtain
information about a seller faster and consequently the effects of reputation occur
earlier.

Hypotheses 2: The further information can spread in a system, the faster rep-
utation can take effect.

3 An Internet of Services Market Scenario

After having laid out and explained our hypotheses in the last section, in this
section the market structure shall be looked at more closely.

3.1 The underlying Infrastructure

This section describes the model used in this simulation. The network rep-
resenting an IoS is defined by a connected non-oriented graph, represented
by a set of network sites S = {1, .., n} and a set of links between the sites
L = {〈i1, j1〉, .., 〈im, jm〉}. In addition, a failure probability fSi is defined for
each node. When a failure occurs during simulation, the node is not able to an-
swer any request or routing further messages. Which site will fail in each time
tick, is chosen by chance due to the failure probability. Furthermore, on each
node a set of the three different agent types, Complex Service Agents (CSA),
Basic Service Agents (BSA) and Resource Agents (RA) is initialized. For more
details on the agent functionality please see subsection 3.2. For each site the
number of economic agents is |CSASi | ≥ 0, |BSASi | ≥ 0, |RASi | ≥ 0. A node
without any associated economic agent is a router. Each link 〈i, j〉 between two
nodes has a certain bandwidth. A higher bandwidth leads to an increased data
transfer. In our simulation model, the bandwidth is biased, which means that
a link is defined or not. Nodes, which are not linked directly can be addressed
through a routing table that is calculated by a common routing algorithm, the
Dijkstra algorithm [18].

The entry point to the simulation is the CSA. The CSA has to fulfill an
external generated demand. In our simulation the demand is generated with an
uniformly distributed interval between to demand arrivals. The kind of basic
service the CSA has to buy is also given by demand generation. The BSA on
the other hand has to compose different resources by a certain combination. The
demanded resource bundle can differ between the BSA-types.
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3.2 The Market Structure

The structure of the market that is used for the IoS simulation experiments
was derived from the ideas of the EU-funded project CATNETS3. The overall
structure consists of four types of players, which act on two interrelated markets,
namely the SaaS and IaaS that can be seen in figure 2. Hence, our approach does
not only incorporate services as basic units provided to consumers within the
IoS system, but also defines a IaaS market trading the actual computational
resources needed for implementing those services.

SaaS Market IaaS Market

Auction Auction

Demand 
(externally 

given by 
principal)

Resource 
Agent (RA)

Basic Service 
Agent (BSA)

Complex 
Service Agent 

(CSA)
Supply Supply

DemandDemand

Reputation Reputation

Fig. 2. The Market Structure

Starting from the right side of the figure these markets and the corresponding
participants acting on the markets are: (1) the IaaS market - which involves
trading of computational and data resources, such as processors, memory, etc.
between RA (sellers of the resources) and BSA (buyers of the resources), and
(2) a SaaS market – which involves trading of basic application services between
BSA as sellers and the CSA as buyers of basic services4.

In detail the scenario for trading on the markets works as follows: If a CSA
is given a demand for a complex service externally by its principal it will try
to satisfy this demand by breaking the complex service down into several basic
services and buying the basic services required on the SaaS market from the
BSA. In order to be able to buy basic services, the CSA is being given an initial
budget that it can spend. After a deal on the SaaS market is closed, the CSA will

3 For more information on the CATNETS project see http://www.catnets.uni-
bayreuth.de/

4 The distinction between resource and service is necessary to allow different instances
of the same service to be hosted on different resources. It also enables a given ser-
vice to be priced based on the particular resource capabilities that are being made
available by some hosting environment.
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pay the BSA the money for the services. In order to be able to “produce” basic
services, the BSA needs resources which it can buy on the IaaS market from the
RA. It thereby can invest the money it got from the CSA for the transaction
on the SaaS market (optional: and other budget it may have saved from earlier
successful transactions). Again, if a deal is closed (on the IaaS market) the BSA
pays the RA in advance. The RA is the last in the chain and can finally decide,
whether it delivers the sold resources to the BSA or not (i.e. it can decide whether
it defects or not). In case it defects, the BSA will not get the resources and
consequently will not be able to “produce” the basic services that it has sold the
CSA and will fail its delivery. In case the RA delivers the promised resources, the
BSA can and will deliver the basic services to the CSA (i.e. it will never defect).
If the RA fulfills the invocation, it is locked for a certain time. As feedback to the
transactions, one-sided reputation is given. Thus, the CSA will rate the BSA and
the BSA the RA. As the two markets are interrelated allocating resources and
services on one market inevitably influences the outcome on the other market.
Consequently, the BSA risks a negative reputation in case it cannot deliver its
services to the CSA in time. Therefore, it has incentives to choose a reliable RA
as a trading partner and consequently it is highly interested in the reputation
information on the RAs.

After this brief explanation of the market structure, now the negotiation
process to be used for all SaaS market transactions as well as for all IaaS market
transactions shall be explained in more detail.

3.3 The Negotiation Protocol

Within the simulations we will concentrate on the English Auction protocol as
negotiation mechanism, both on the IaaS and the SaaS market. The assumed
market structures and the fact that services and resources are sold and not
requested determines, in our point of view, the English Auction protocol. Each
selling agent (that are BSA on the SaaS market and RA on the IaaS market)
sells its own service, that means the agent fulfills also the role of an auctioneer.
As using a time discreet simulation environment (see section 4) at each time
tick exactly one agent is able to decide whether to start an auction or not. As
a consequence, the buyers need to decide, whether they buy from the agents
offering services/resources at a specific point of time, or whether they wait some
more time until the next (potentially reputation-wise better) seller offers its
product. However, the more time passes by, the risk of not getting any of the
needed services/resources increases.

The seller (and auctioneer) proposes an auction and all agents, which are
interested register for participating. The call for bids messages are sent to all
participants, which can then place their bids. The increasing price results in an
outdropping of bidders of the auction. In the end, the last remaining buyer wins
the auction and has to pay the second-highest bid.

After the auction, the seller sends a message with the winning bid and the
winner to all participating agents. They can use the information for comparison
with their own bidding, and thus learn towards a better strategy for the next

On the Effects of Reputation in the Internet of Services by Stefan König , Tina Balke, Walter Quattrociocchi, Mario
Paolucci, and Torsten Eymann

Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09 207



auctions. In this simulation the learning strategy is simplified, such that agents
are just increasing their reservation price when loosing an auction and decreasing
it otherwise.

3.4 The Reputation Mechanism

As we want to analyzed the implications of reputation on distributed IoS mar-
kets, besides the market described above, a reputation mechanisms applicable
to distributed infrastructures is needed. Even if a centralized model is easier
to use for the simulation designer and the reputation information is spread-
ing faster, a decentralized model, like the one of Alfarez Abdhul Rahmen and
Stephan Hailes [19–21] is more realistic in this context. Their model that pursues
a perspective different from M. Schillo’s “Trust-Net”[22, 23], is directly related
to internet-based MAS and is supposed to help to implement trust as the basis of
informal-, short-term-, or commercial ad-hoc transactions. Therefore they pro-
pose that every agent carries along a network of trust relationships in a database,
hence information are stored decentralized. Abduhl-Rahman and Hailes define
a “trust-relationship” as a vectored connection between exactly two entities,
which in some circumstances can be transitive. In this way they distinguish be-
tween direct trust relationships (’Alice trusts Bob.’) and recommender trust rela-
tionships (’Alice-trust-Bob recommendations about the trustworthiness of other
agents’). An interesting contrast to other formalizations lies in the fact that due
to the qualitative nature of trust, Abduhl-Rahman and Hailes do not work with
probability values or the [−1; 1] interval, but interpret trust and distrust as a
condition (and not as a continuum) and therefore propose a use a multi-context
implementation, in form of discrete values that are related to certain trust cate-
gories (“Alice trusts Bob, concerning ’table’-transactions. However, she does not
trust him when it comes to ’chair’-transactions.”). The discrete values used can
be seen in table 1.

As a result, Abduhl-Rahman and Hailes define reputation as a “troika”
(agent−ID, Trust−Category, Trust−V alue). Each agent stores such reputa-
tion information in its own data-base and uses it to articulate recommendations.

The core of Abduhl-Rahman and Hailes’ papers allegorize their thoughts
about a recommendation protocol that can be used to communicate recommen-
dation requests and statements as well as updating inquiries within the MAS.
In the protocol, a recommendation request, for example, is passed on until one
or more agents are found which can give information for the requested category
and which is trusted by the penultimate agent in the chain. Based on this idea
Abduhl-Rahman and Hailes propose a mathematical algorithm for the rating
phase in which the requesting agent can use the following equation to calculate
the trustworthiness of a recommendation. For tv(Rx) as the recommender trust
value of the different recommendations of the involved agents and rtv(T ) as the
trust value articulated by the last agent5 the trustworthiness result from the
following equation:
5 In case an agent receives more than one recommendation about another agent, the

values are averaged.
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Value Significance for direct Significance for recommender
trust relationship trust relationship

−1 Distrust - completely untrustworthy Distrust - completely untrustworthy

0 Ignorance - cannot make Ignorance - cannot make trust-
trust-related judgment about entity related judgment about entity

1 Minimal - lowest possible trust

2 Average - mean trustworthiness
(most entities have this trust level) “closeness” of the recommender’s

judgment to own judgment
3 Good - more trustworthy about trustworthiness

than most entities

4 Complete - completely trust
this entity

Table 1. Discrete trust value after [20, p. 53]

tvr(T ) =
tv(R1)

4
∗ tv(R2)

4
∗ ... ∗ tv(Rn)

4
∗ rtv(T ) (1)

This qualitative and at the same time algorithmic approach made the model
of Abduhl-Rahman and Hailes interesting to the work presented in this paper
and therefore we decided to implement it for our simulations.

For the actual implementation of the just described reputation mechanism we
focused on a paper by Pinyol et al. [24]. In their implementation proposal Pinyol
et al. strictly concentrate on the mechanism and only extend it slightly in one
point. Hence, in order to ease the adaption of the agent strategies they transfer
the discrete values derived from other agents into probabilistic sets between 0
and 1. This is done by setting the value for completely trustworthy behavior to
1 and the one for completely untrustworthy behavior to 0 and by then arranging
the remaining values accordingly in order to be able to calculate the deficiency
probability.

3.5 Using reputation information during the negotiation process

The buying agent can use reputation information when a call for bids arrives.
It has to decide based on its own image if it participates in the auction. Is
the own information about the seller not strong enough or is there even no
previous experience with the target, the agent can ask neighbored agents for
their estimation. The size of the neighborhood can be parametrized through the
limitation of hops agents are able to send their call. This issue is also discussed
in section 4.
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In case, the agents opinion is positive (optionally after retrieving shared im-
age information from other agents), the agent will participate in the proposed
auction. For that, the image, based on the continuous spectrum image = [0..1],
has to exceed a threshold defined by the agent strategy.

To keep a trust and reputation system alive, the agents have to adapt their
own opinion about a target after having own experience or when receiving third
party’s information. After a transaction has been finished (from CSA’s or BSA’s)
point of view, the agent adapt their own image about the transaction partner
in dependence of the transaction’s outcome. Furthermore, the image threshold
is increased or decreased, which means for following transactions that the agent
accepts more or less risk. Additionally we assume that agents share their image,
as they are beneficiaries of the trust and reputation system.

4 Analysis of Simulation Result

To test our hypotheses, we use a simulation environment based on the Multi-
Agent Simulation Toolkit Repast6. The underlying network consists of 100 nodes,
connected in an Internet-like way without any clusters or heavy-tailed elements.
Further, 160 CSA, 200 BSA and 40 RA have been initialized in the system.
At the initializing phase the RA are parametrized concerning whether they will
cheat (that means not to answer their invoking requests) or not. This decision is
a binary one, hence, either the agent is always cheating or it is never cheating.
The rate of cheating agent is for all following simulation runs constant at 20
percent (i.e. eight RA). The cheating agents are distributed like all other agents
arbitrary on the nodes.

The main task of the reputation mechanism will be to identify the cheating
agents. To test our hypotheses we will limit the decentralized reputation mech-
anism in its spreading range. The availability of the nodes is also limited. For
an agent starting an auction this limitation means that it can not propose its
auction to all agents in the system. Only its neighbors are addressed. This as-
sumption seems to be quite reasonable, because sending messages through the
network is time- and money-consuming. So sending messages just to an sufficient
number of agents is reasonable for sellers, due to the less time auctions remain.
Buyer agents, on the other hand, have an interest in receiving as many auction
proposals as possible, as they might overcome missing information.

To test our hypotheses we will use the characteristic fulfillment rate. During
simulation (in each tick) every agent logs its accumulated successful transactions
and its failed transactions. The characteristic denotes the mean value over all
agents, which had at least one interaction. A transaction is counted as successful,
if and only if a fulfillment message arrives within the timeout at the buyer agent.
If the timeout expires the agent will record a failed interaction. Note: For math-
ematical reasons the ratio is more volatile at the beginning of the simulation.
After some interactions a single failed or successful interaction does not effect
6 Repast Organization for Architecture and Design, Available at

http://repast.sourceforge.net/ (2008)
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the characteristic so strong compared with the beginning of the simulation. Be-
cause of this artefact the first few hundred time ticks should not be considered
within the interpretation.

To test Hypotheses 1 that reputation reduces the uncertainty in the IoS by
conveying cooperation we compare two typical simulation runs. During the first
simulation run the trust and reputation model from Abduhl-Rahman and Hailes
(see section 3.4) is used to spread agents’ images. In figure 3 the blue lines
represent the fulfillment rate over time with shared image usage. The agents are
able to ask for opinions for a given target over two hops. That means all agents
on the same node and all agents on nodes within the hop limit are asked for
their opinion. Thereby, as only agents of the same type can have own experience
with the target agent, only this subset of agent will answer the request.

The red graphs on the other hand represents the fulfillment rate without
trust and reputation usage. With some variation at the beginning this value
oscillates around 80 percent. This value is exactly the one we expected, because,
like mentioned above, 20 percent of RA are cheating.
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Hypotheses 1: Reputation reduces the uncertainty in the IoS by conveying cooperation 

 

 

Fulfillment Rate (CSA) over time (2 hops)
Fulfillment Rate (BSA) over time (2 hops)
Fulfillment Rate (CSA) over time (no reputation)
Fulfillment Rate (BSA) over time (no reputation)

Fig. 3. Simulation with shared image usage compared to no usage of trust and repu-
tation models

Comparing the two simulation outcomes, we can see that in the second case
(when using no trust and reputation model) even later than in the other case
cheating agents are involved. In the first case after about 1200 ticks no cheating
agent is involved in a transaction, that means all cheating resource agents are
identified. If they propose an auction no BSA bids on that auction. The difference
between the corresponding BSA and CSA lines can be explained by the different
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timeouts. Sometimes the timeout is as long, such that BSA if they by a service
from cheating RAs, have enough time to buy a second resource to fulfill their
own promise on the SaaS market. That is why the rates are not equal over time.

Regarding Hypotheses 1.2 we can see that the fulfillment rate is still increas-
ing over simulation time. But even in longer simulation runs it will never reach
the value 1, due to the failed transaction at the beginning of the simulation when
the trust and reputation system has yet not been filled with enough evaluations.

To test hypotheses 2, we will compare the case using two hops to announce
and to ask for own experiences with the case of sending no reputation messages
to other hops. The latter case means that only agents on the same node can be
asked for their experiences with the target node. The outcome of the simulation
can be seen in figure 4.
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Hypotheses 2: The further information can spread in a system, the faster reputation can take effect 

 

 

Fulfillment Rate (CSA) over time (0 hops)
Fulfillment Rate (BSA) over time (0 hops)
Fulfillment Rate (CSA) over time (2 hops)
Fulfillment Rate (BSA) over time (2 hops)

Fig. 4. Comparison between experiments with reputation spreading to other nodes and
agents not sending reputation messages to other nodes

Also in this simulation experiment we can notice, beside the oscillation at
the beginning of simulation run (see explanation above), an increased fulfillment
rate when spreading the trust and reputation information wider in the system.
Each agent is able to update its own image with more information from other
nodes. The information spreading is faster what can be seen in the fact that in
the first case (blue lines) from tick 1200 on no cheating agent is involved any
more, but in the latter case (black lines) until tick 2000 some interactions fail. In
addition, the fulfillment rate increases faster the further information is spread.
This can be seen in the steeper elevation of the two-hops-curve.
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5 Conclusion and Future Work

We can conclude that we introduced two main hypotheses in this paper. The
first one is that reputation might reduce uncertainty in an IoS. In our simula-
tion on a typical Internet structure and different service types running on these
nodes support this hypotheses. More jobs can be fulfilled correctly, if a trust and
reputation mechanism is introduced. The second hypotheses regards the infor-
mation spreading within the reputation system. Enforced to use a decentralized
mechanism we have to find a suitable tradeoff between time-consuming soliciting
reputation information and the better information of each agent. A centralized
mechanism is not very common to use in an Internet-like network structure due
to the loss of relevance in reality. Consequently such as the first hypotheses, the
second one can be substantiated as well.

For future work we will have to consider different aspects of our results in de-
tail. The connection between the radius of information spreading and the radius
of auction information for example. Further we should drop the assumption of
using the English Auction protocol as the one negotiation protocol. With regard
to [25] we should be able to test some of the hypotheses the authors propose
there.

Further hypotheses to test might be the fairness between the agent types.
Do honest agents perform better regarding their utility function than cheating
agents? Regarding the environment we should be able to provide a real world
prototype which can be improved with reputation mechanism. Last but not least,
the interrelation of the two markets that exhibit a supply-chain-like relationship
needs further attention.
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Reputation and Uncertainty. A fairly optimistic
society when cheating is total

Walter Quattrociocchi and Mario Paolucci

LABSS., ISTC-CNR Rome, Italy

Abstract. In an uncertain world, humans or artificial agents, to cope
with uncertainty, need to communicate and share information to increase
the number of their experiences, and consequently their possibility of suc-
cess. The information shared by agents in a society can have different
nature: accepted evaluations (Image) or reported voices (Reputation). In
this work we model a simulative context where information acquisition
is strongly affected by false information; in the experiments presented,
performed on the RepAge Platform which is a computational module
for the management of reputational information, agents can lie or report
others’ lies. In this work we explore the effect of informational cheating
under extreme setting, focusing to study from one hand, the effect of
cheating on the quality achievement when the society is composed by
a large amount of liars, and on the other hand, the beliefs formation
and revision dynamics when the informational domain is not reliable.
Information accuracy has effect on the market in relation with its trust-
worthiness; if social information is not reliable communication loses its
importance.

1 Introduction

In this paper, evaluation dynamics which are essential for intelligent agents to act
adaptively in a virtual society will be examined through multi agent based simu-
lations. The decision making process in a socially situated agent requires specific
cognitive capacities (individual and social intelligence) to cope with uncertainty.
A model for describing dependencies of different informational domains among
agents endowed with different behaviors (honest and liars) was applied to a
computer simulation study for partner selection dynamics in a basic market. In-
formation exchange is a combined social function in which individuals request,
provide, and exchange information with the goal of reducing uncertainty and
plays a basic function for formation of opinions.

2 Repage and the Underlying Theory of Reputation

Repage is built upon a theory of reputation originally presented in [2]. Its main
characteristic is the fundamental distinction in social evaluations used in decision
making process, i.e that between image and reputation. Both image and repu-
tation are social evaluations concerning other agents’ attitudes toward socially
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desirable behavior; they exist on both an individual and a social level, and may
be shared by a multitude of agents. We call image the evaluation that the agent
actually believes; we call reputation the information the agent considers to be
spread as a reported voice. Consequently, reputation differs from image because
is true when it is actually spread, not when it is accurate; it does not bind the
speaker to commit himself to the truth value of the evaluation conveyed, but
only to the existence of rumours about it. Unlike ordinary communication and
deception, reputation implies neither personal commitment nor responsibility.
Hence, to acknowledge the existence of a reputation does not imply to accept
the evaluation itself. For instance, agent A might have a very good image of
agent B as a seller, and at the same time accept that it is said that agent B is a
bad seller.

Reputation co-evolved with human language and social organization as a
multi-purpose social and cognitive artifact [3]. It provides incentives for cooper-
ation and norm abiding, while discouraging defection and free-riding by allow-
ing retaliation against transgressors and enforcing cooperation at the level of
information exchange. In this paper we will discuss the role of information trust-
worthiness in partner selection within a multi agent system simulating a market
place. The various aspects of this process are explored with the Repage frame-
work to simulate the effect of image and reputation in a marketplace. Repage [10]
is a computational system based on the above-mentioned theory of reputation.
For a detailed explanation of Repage’s mechanisms, we refer to [10] and [5]. The
Repage module is implemented in Java and is freely available as a sourceforge
project.

Repage provides evaluations on potential partners and is fed with informa-
tion from others and outcomes from direct experience. To select good partners,
agents need to form and update their own social evaluations; hence, they must
exchange evaluations with one another. If agents transmit only believed image,
the circulation of social knowledge would be bound to stop soon. But in order
to preserve their autonomy, agents need to decide whether to share or not other
’s evaluations of a given target. If agents transmit others’ evaluations as if these
evaluations were their own, without the possibility of choosing whether merge
both types of evaluations or not, they would be no more autonomous. Hence,
they must

– form both evaluations (image) and meta-evaluations (reputation), keeping
distinct the representation of own and others’ evaluations, before

– deciding whether or not to integrate reputation with their own image of a
target.

Unlike current systems, Repage allows agents to transmit their own image
of a given target, which they hold to be true, or to report on what they have
heard about the target, i.e. its reputation, whether they believe this to be true or
not. Of course, in the latter case, they will neither commit to this information’s
truth value nor feel responsible for its consequences. Consequently, agents are
expected to transmit uncertain information, and a given positive or negative
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reputation may circulate over a population of agents even if its content is not
actually shared by the majority.

3 Related Works

Reputation models abound in the field of agent based systems; we mention [12,
8] (for a comparison of these models from the point of view of information
representation, refer to [9]). All of these models are essentially monodimensional,
in the sense that image and reputation are made to collapse. As a consequence,
there is no way to distinguish a high responsibility versus a low responsibility
evaluation which instead is central to our theoretical analysis. Repage is then
the only system able to provide insight on how these process may develop.

Simulations based on Repage have already been presented in [11] and com-
pared with results obtained in a simpler system, implemented on NetLogo, and
based on image only. In [5], the importance of retaliation in Repage is discussed
in connection with evaluations implying high and low responsibility (i.e image
and reputation). In [6] the authors show that a market with exchange of reputa-
tion exhibits characteristics that are absent in a market with exchange of image
only; unlike the fluctuation found with image only, a stabilizing effect of repu-
tation is visible in the discovery of a critical resource, information about good
sellers. In this work we present a new set of simulations in extreme cheating
conditions.

According to uncertainty reduction theory [1] which defines the goal of reduc-
ing uncertainty as a central motive of communication, we argue not only that a
large amount of information allows uncertainty reduction, but also that different
sources of information contribute to uncertainty reduction and consequently to
cultural formation.

4 Experiments

4.1 Design of the Experiment

The market has been designed with the purpose of providing the simplest pos-
sible setting where information is both valuable and scarce. It includes only two
kind of agents, the buyers and the sellers. All agents perform actions in discrete
time units (turns from now on). In a turn, a buyer performs one communication
request and one purchase operation. In addition, the buyer answers all the in-
formation requests that it receives. Goods are characterized by an utility factor
that we interpret as quality (but, given the level of abstraction used, could as
well represent other utility factors as quantity, discount, timeliness) with values
between 1 and 100.

Sellers are characterized by a constant quality, drawn following a stationary
probability distribution, and a fixed stock, that is decreased at every purchase;
they are essentially reactive, their functional role in the simulation being limited
to providing an abstract good of variable quality to the buyers. Sellers exit the

Reputation and Uncertainty. A fairly optimistic society when cheating is total by Walter Quattrociocchi and Mario
Paolucci

Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09 217



simulation when the stock is exhausted and are substituted by a new seller with
similar characteristics but with a new identity (and as such, unknown to the
buyers). This continuous seller update characterises our model, for example in
comparison with recent work as [4], where both sellers and buyers are essentially
fixed.

The disappearance of sellers makes information necessary; reliable communi-
cation allows for faster discover of the better sellers. This motivates the agents
to participate in the information exchange. In a setting with permanent sellers
(infinite stock), once all buyers have found a good seller, there is no reason to
change and the experiment freezes. With finite stock, even after having found
a good seller, buyers, should be prepared to start a new search when the good
seller’s stock ends.

At the same time, limited stock makes good sellers a scarce resource, and
this constitutes a motivation for the agents not to distribute information. One
of the interests of the model is in the balance between these two factors.

There are five parameters that describe an experiment: the number of buyers,
the number of sellers, the stock for each seller, the distribution of quality among
sellers, and the percentage of cheaters. We define the two main experimental
situations as L1 where there is only exchange of image, and L2 where both
image and reputation are used.

4.2 Agents Decisions and Actions

The agents decision making procedure is the point where reputation is put to
work. From the seller side, this procedure is limited to sell the products that
buyers require and to disappear when the stock gets exhausted. From the point
of view of the buyers, at each turn they have to ask one question to another
buyer and buy some item from a seller. They may also answer a question from
other buyers. Buyers actions are:

– Buying Action
– Asking Action
– Answering Action

Buying action In this action the question is: which seller should I choose?
The Repage system provides information about image and reputation of each
one of the sellers. The easiest option would be to pick the seller with better
image, or (in L2) better reputation if image is not available. We set a threshold
for an evaluation to be considered good enough to be used to make a choice.
In addition, we keep a limited chance to explore new sellers, controlled by a
system parameter. Notice that image has always priority over reputation, since
image imply an acknowledgement of the evaluation itself while reputation only
an acknowledgement of what is said. For a more formal description of the decision
procedures refer to [5].
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Asking action As in the previous action, the first decision is the choice of the
agent to be queried, and the decision making procedure is exactly the same as
for choosing a seller, but dealing with images and reputation of the agents as
informers (informer image) instead of as sellers. Because of the fear of retaliation,
sending an image will take place only when an agent is very confident of that
evaluation, in the sense of the RepAge strength parameter included in every
evaluation.

Once decided who to ask, the kind of question must be chosen. We consider
only two possible queries: Q1 - Ask information about a buyer as informer (ba-
sically, how honest is buyer X as informer?), and Q2 - Ask for some good or bad
seller (for instance, who is a good seller, or who is a bad seller?). Notice that
this second possible question does not refer to one specific individual, but to the
whole body of information that the queried agent may have. This is in order
to allow for managing large numbers of seller, when the probability to choose a
target seller that the queried agent have some information about would be very
low. If Q1 is chosen, buyer X as informer would be the less known one, that is,
the one with less information to build up an image or reputation of it.

Answering action Let agent S be the agent asking the question, R the agent
being queried. Agents can lie, either because they are cheaters or because they
are retaliating. When a buyer is a cheater whatever information being answered is
changed to its opposite value. Retaliation is accomplished by sending inaccurate
information from the point of view of the sender (for instance, sending Idontknow
when really it has information, or simply giving the opposite value) when R has
a bad image of S as informer. In L1 retaliation is done by sending an Idontknow
message even when R has information. This avoids possible retaliation from S
since an Idontknow message do not imply any commitment. If reputation is
allowed, (L2) retaliation is accomplished in the same way as if the agent were a
liar, but converting all image to send into reputation, in order to avoid as well
possible retaliation from S. We present as algorithm 1 an example of the decision
procedure used to answer questions of type Q1 in the presence of reputation (L2).

Algorithm 1 Answering Q1 Decision Procedure R in L2
1: ImgX := Get image of agent X as informant;
2: if ImgX exists and strength(ImgX) ≥ thStrength then send ImgX to agent S, END;
3: else convert ImgX to RepX and send RepX to S, END
4: if ImgX does not exist then RepX := Get reputation of agent X as informant;
5: if RepX exists then send RepX to S, END;
6: if RepX does not exist then send Idontknow to agent S;
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4.3 Simulative Scenarios

The decision making process in a socially situated agent requires specific cog-
nitive capacities (individual and social intelligence) to deal with uncertainty. In
this work, a model for describing dependencies of different informational do-
mains among agents endowed with different behaviors (honest and liars) was
applied to a computer simulation study for partner selection dynamics in a ba-
sic market. In the system, a double process of interaction should be described
to allow for partner selection in a virtual market place. On one hand, opinion
dynamics (social evaluation) are derived from lower-level phenomena (individual
evaluation); on the other hand, partner selection is expected to be affected by
the kind of information circulating. The experimental session presented in this
paper investigates the role played by different kinds of information in beliefs
formation on informational cheating. This work starts from an established prop-
erty of reputation to reduce uncertainty (see [7]); the investigation addresses the
differentiation of evaluations with respect to the information availability.

All the simulative sessions are centered on the investigation of the global
system behavior when agents’ informational domain contains almost false in-
formation or in the opposite case with only true information available. To this
purpose, we examine simulations where the amount of informational cheaters is
very low or very high, as shown in Table 1. For each experiment ten runs are
performed.

Table 1. Experiments Settings

Experiment Sellers Buyers Cheaters Level Stock Good Sellers Bad Sellers

0CL1 100 15 0% L1 50 5% 10%

0CL2 100 15 0% L2 50 5% 10%

90CL1 100 15 90% L1 50 5% 10%

90CL2 100 15 90% L2 50 5% 10%

4.4 Hypotheses

In this section we present a brief description of our experimental hypotheses:

– in social and economic exchange, partner selection is fundamental to increase
chances of cooperation and quality of products exchanged.

– Image is characterized by two consequences: it is either (a) followed by re-
taliation, which partially neutralizes the good effect of partner selection, or
(b) causing only tested information to be spread, which reduces the quantity
of information available to agents.

– In the reputation condition, instead, partner selection is associated with less
retaliation and more, although possibly uncertain, information circulate into
the system.
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– With reputation there is a larger quantity of information circulating in the
system and we expect uncertain evaluations to decrease due to a larger quan-
tity of information, and because meta-beliefs allow for a more synthetic de-
scription of a target.

To check these hypotheses, we designed two experimental conditions, with image
only (L1) and with both Image and Reputation (L2). We explore several values
of the parameters in order to study the respective impact of the two conditions.
Given the hypotheses formulated above, we expect that:

– there is an initial advantage of L2 over L1, that is, L2 grows faster in average
quality.

– L2 performs better as a whole, that is, the average quality at regime is higher
than L1. Note that to obtain this result we are hardwiring a limitation in
image communication, based on the theory that foresees large amounts of re-
taliation against mistaken image communications but not on the reputation
side.

– L2 presents a smoother trend in the discovery of good informers than L1 via
the exchange of meta-beliefs.

– L2 presents an higher uncertainty reduction than L1 for in an informational
domain where both types of evaluation circulate.

5 Results

In this section simulation results are presented in an overview and then charts
are shown and discussed in relation to the hypotheses.

In the following tables all the statistical values are computed on the last 20
turns for each experiment, when the system has reached a stable state. In the first
table (Table 2) we report a summary of average values and standard deviations
for each simulation scenario. We report average quality over agents in repeated
experiments, resulting from the quality of individual contracts. GS stands for
“good sellers discovered” and gives the number of good sellers found out in the
current turn; U gives the number of answer based on uncertain evaluations, given
in the current turn.

The second table (Table 3) presents full information and statistics on Qual-
ity, Good Sellers discovery and Uncertainty, reports the following standard sta-
tistical values: MAX as the maximum value, MIN the minimum value, AVG
the average, STD DEV indicating the standard deviation value, VAR as the
variance, DEV ABS the absolute deviation, ASIMM as asymmetry value,
KOURT the kourtosis coefficient and AUTO-COR the auto-correlation coef-
ficient value for each experiment. When there are only honest agents the perfor-
mances are similar both in L1 and L2 settings.

Quality is slightly higher without cheaters, but there is no difference between
L1 and L2 in both settings. Good Sellers discovery is higher in 0CL1 and main-
tains the same values in all the other cases. The higher value of GS is a sign
of an intense search activity caused by a lower amount of available information.
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Uncertainty is reduced by reputation in both conditions, with many and few
cheaters (0CL2 and 90CL2). In particular looking at Quality values which reach
the same levels without presenting any relevant difference. The Good Sellers
Discovery trend presents some differences in the two scenario; we believe this is
caused to the high number of good sellers and finite stock. Uncertainty decreases
with reputation spreading in both extremes.

Table 2. Simulation Parameters Resume

Q GS U

0CL1 86,93(1,47) 1,62(0.19) 0,71(0.06)

0CL2 86,41(1,69) 1,12(0,044) 0,09(0,02)

90CL1 83.72(2.2) 1.1(0.06) 0.7(0.06)

90CL2 82.53(2.35) 1.07(0.04) 0.19(0.03)

Table 3. Simulation Results Resume

VAL MAX MIN AVG STD DEV VAR DEV ABS ASIMM KOURT AUTCOR

0CL1

Q 89,56 83,56 86,93 1,88 3,53 1,47 -0,45 -1,01 0,16

GS 1,9 1,26 1,62 0,22 0.05 0.19 -0,27 -1,63 0,85

U 0,88 0,58 0,71 0,08 0.007 0,06 0,48 0,69 0,17

0CL2

Q 90,11 82,71 86,41 2,11 4,46 1,69 -0,24 -1,01 0,47

GS 1,21 1,05 1,12 0,05 0,002 0,044 0,36 -1,39 0,33

U 0,16 0,033 0,09 0,03 0.0013 0,02 -0,12 -0,77 0,07

90CL1

Q 87.76 75.86 83.72 2.84 8.06 2.20 -0.81 0.61 0.41

GS 1.21 0.96 1.10 0.07 0.005 0.06 -0.08 -1.17 0.79

U 0.85 0.6 0.70 0.07 0.005 0.06 0.14 -1.18 0.20

90CL2

Q 86.08 75.58 82.53 3.001 9.009 2.35 -0.77 -0.47 -0.11

GS 1.18 0.96 1.07 0.05 0.002 0.04 -0.014 -0.62 0.53

U 0.28 0.1 0.19 0.04 0.002 0.03 0.066 -0.38 -0.19

Figure 1a shows the good sellers discovery in absence of informational cheaters
for 100 simulation turns (0CL1 and OCL2); the curves for L1 and L2 present
fairly different behavior. In L1 the peaks of each wave represent phases of high
search, when all agents actively explore different sellers until they find enough
good sellers, inducing a phase of low search while they exploit the good sellers
found. This phase might turn out to be fatal for buyers, which might be thrown
out of the market if unable to survive until fresh meat, i.e. a new seller, appears.
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(a) Good Sellers Discovery (b) Quality of Contracts

(c) Uncertain Answers

Fig. 1. Simulation Results in L1 and L2 with 0% of Cheaters for 100 turns

According to our hypothesis, the introduction of reputation in the market has a
smoothing effect; in L2 the search seems to hit a constant rate. Considering the
uncertain nature of reputation, although both checked and non-checked infor-
mation is let in, uncertainty reduces (Figure 1c and Figure 2c). There is a clear
correlation beetwen good sellers discovery and the uncertainty reduction with
reputation.

On the other extreme,in Figure 2a with 90% of agents lying, the L1 and L2
curves for GS are equivalent. The number of good seller discovered is lower than
in absence of cheaters, showing how the effect of reputation is attenuated by
false information.

The general trend of the market without cheaters is shown in Figure 1b where
quality Q is represented against turns of simulation. In both L1 and L2 scenario,
the system achieves optimal quality levels during the initial simulation phase;
we can only observe a slightly faster L2 convergence. Both in L1 and L2 the
process noisily oscillates around the value reached, but in L2 it is smoother, not
showing the high peaks as in L1; in L2, the noise derivating by the stock-driven
sellers disappearance is smoothed.

Given the dynamics of GS without liars reaching high peaks and considering
the lower number of good sellers discovered when the cheaters are the majority,
we would expect a consequent lower quality in a society affected by false infor-
mation spreading. Instead the effect on quality when informational cheaters are
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the 90% of the population, is barely perceivable (compare Figure 2b, Figure 2a
and Table 2.

In Figure 1c and 2c trend of uncertainty (represented by answers of Idont-
know type) is shown for the 100 simulation turns, respectively with only honest
agents and with the majority of liars, for both L1 and L2. The curves present
a considerably different behavior: in L1, with only image circulating, there is
a faster growth at the beginning and then values remain stable on high levels.
In L2, the trend of uncertain evaluations starts to decrease after few iterations
until reaching a low level. The low level of Idontknow answers corresponds to
the growth of reputation spreading. So, the spread of reputation appears in-
dependent of its truth value, as foreseen from theory. The system is anyway
capable to compensate for this large amount of false information, and maintains
a comparable quality performance in L1 and L2.

We have the same effect in the two opposite settings to prove the capacity
of reputation to reduce uncertainty. The theory in object [2] suggests that the
phenomena of uncertainty reduction is an effect emerging not only from more
information in L2 than in L1, but a quantitative effect of different types of social
evaluation.

Reputation lets in more information into the system, with a consequent de-
crease of uncertainty.

(a) Good Sellers Discovery (b) Quality of Contracts

(c) Uncertain Answers

Fig. 2. Simulation Results in L1 and L2 with 90% of Cheaters for 100 turns

Simulation of Reputation

224 Proceedings of the First International Conference on Reputation: Theory and Technology - ICORE 09



For a comparison of honest and cheaters agents, we extract from the simu-
lation results the Good Sellers discovery, Quality and Uncertainty trends of the
different strategies (experiments 90CL1 and 90CL2).

Surprisingly the performance of cheaters and honest agents are comparable
from all points of view; We report the quality trends in Figure 4a and 4b, for L1
and L2. This hints to a process where cheaters are metabolized in to the system
and differences are canceled, a phenomenon that deserves further investigation.

(a) Quality of Contracts in L1 (b) Quality of Contracts in L2

Fig. 3. Simulation Results in L1 and L2 with Cheater against Honest Agents

6 Conclusions

In an uncertain world, humans or intelligent agents, to cope with uncertainty,
need to communicate and share information to increase their experiences, and
consequently their possibility of success. A model for describing dependencies of
different informational domains among agents endowed with different behaviors
(honest and liars) was applied to a computer simulation study for partner se-
lection dynamics in a base market. Information exchange is a combined social
function in which individuals request, provide, and exchange information with
the goal of reducing uncertainty and plays a basic role for groups formation.
Agents act as individuals in their intentions but in the Repage market they need
to share knowledge for evaluation and this aspect makes agents influence each
other in their beliefs formation and revision. Results show that quality levels ob-
tained are comparable in the situation without cheaters and with the majority
of cheaters, a condition that shows just a slight quality loss. Only the situation
without cheaters and without reputation shows a different trend in good seller
discovery, hinting to a different use of information. The good performances of
the settings with a high level of cheaters hint to metabolizzation of bad infor-
mation that will be the object of future studies. False information produces an
unexpected impact precisely on the situations in which communication could
have been more important.
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